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PREFACE

In the curricular structure introduced by this University for students of Post-
Graduate degree programme, the opportunity 1o pursue Post-Graduate course in
any subject introduced by this University is equally available to all learners.
Instead of being guided by any presumption about ability level, it would perhaps
stand 1o reason il receplivity of a learner is judged in the course of the learning
process. That would be entirely in keeping with the objectives of open education
which does nol believe in artificial differéntiation.

Keeping this in view, the Stlldy materiads of the Post-Graduate level in
different subjects are being prepared on the basis of a well laid-out syllabus. The
course structure combines the best elements in the approved syllabi of Central and
State Universities in respective subjects. It has been so designed as to be
upgradable with the addition of new information as well as results of fresh thinking
and analysis.

The accepted methodology of distance education has been followed in the
preparation of these study materials. Co-operation in every form of experienced
scholars is indispensable for a work of this kind. We, therefore, owe an enormous
debt of gratitude to everyone whose lircless efforts went into the writing, editing,
and devising of a-proper lay-out of the materials. Practically speaking, their
role amounts to an involvement in ‘invisible teaching’. For, whoever makes use of
these study materials would virtually derive the benefit of learning under their
collective care without each being scen by the other.

The more a learner would seriously pursue these study materials, the easier
it will be for him or her to reach out to larger horizons of 4 subject. Care has also

been taken to make the language lucid and presentalion atiraclive so that they may

be rated as quality seff-learning matcrials. IT anything remains still obscure or
difficult to follow, arrangements are there to come (o terms with them through the:
counselling sessions regularly available at the network of study centres set up by
the University. y

Meedless to add, a great deal of these efforts is still experimental—in fact,
pioneering in certain areas. Naturally, there is every possibilily of some lapse or
deficiency here and there. However, these do admit of rectification and further
improvement in due course. On the whole, therefore, these study malerials are
cxpected to evoke wider appreciation the more they receive serious attention of all
concerned,

Professor (Dr) Subha Sankar Sarkar
Vice-Chancellor
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Unit—1 (] Basic Concepts of Research

Structure

1.0 Objectives

1.1 Introduction

1.2 Definitions ol Research

1.3 Ohbjectives of Research

1.4 ‘Types of Research

1.5 Research Methods and Methodology
1.6 Research and Scientific Method

1.7 Some Other Types of Researches
1.8 Exercise

1.9 Summary

1.10 References

1.0 Objectives

This unit discusses the meaning and definitions of research. Varioos kinds
of researches and their distinction are described in this unit. The purposes of
researches are also explained. Research and its difference with scientific niethods are
explained.

1.1 Introduction

Man has been curious about the world around him. His earliest attempts to
explain the phenomenon of the universe resulted in primitive religious concepts.
Gradually, man began to see that the operations of the forces of nature were not as
capricious as he had believed. He bagan to observe a certain orderliness in the
universe, certain cause-effect relationships, and discovered that under certain conditions,
events could be predicted with reasonable accuracy.
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This reliance on empirical evidence or personal experience represented a step
in the direction of scientilic inquiry. It was largely unsystematic observation and only
when man began (o think systematically about thinking itself that the era of science
began.

The first systematic approach to reasoning was through the use of the syllogism,
attributed to Aristotle and the Greeks. Syllogistic reasoning established a logical
relationship between a major premise, a minor premise and a conclusion, This can be
explained in the following example,

Major Premise — Man is' a rational being.
Minor Premise — Edward Jones is a man.
Conclusion — Edward Jones is a rational being,

This deductive method of logical analysis made an important contribution to the
development of the scientific method.

1.2 Definitions of Research

The term ‘Research’ is associated with the growth and advancement of knowledge,
It is defined as a scientific and systemalic search for pertinent information on a
specific topic. The Oxford English Dictionary defined research as a “search or
investigation directed to the discovery of some fact by careful consideration or study
of a subject”, and that it is “a course of critical or scientific enquiry”. The ﬁdvar;cgﬁ
Learner’s Dictionary of Current English defined research as “a careful iﬂvestigatijiéﬁl
or inguiry specially through scarch for new facts in any branch of knowledge”. The
Encyclopaedia of Social Sciences (Vol. 13-15) defines research as “the manipu]aﬁnn
of things, concepts or symbols for the purpose of generalising and to extend, correct -
or verify knowledge, whether that knowledge aids in the construction of a -lh{:t_ﬂ}zﬁ% or
in the practice of an art”. -

Clifford Woody defines research that comprises defining and redefining problems,
formulating hypotheses or suggusted solutions ; collecting, organising and evaluating
data ; making deductions and reaching conclusions ; and at last carefully testing the
conclusions to determine whether they fit the formulating hypotheses. Rcsﬂar'{;:il-"is,
thus, an original contribution to the existing stock of knowledge making for its
advancement. [tis the persuit of truth with the help of study, observation, comparison
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and experiment, In short, the search for knowledge through objective and systematic
method of finding solution to a problem in research. As such the term ‘research’ refors
to the systematic method consisting of enunciating the problem, formulating a
hypothesis, collecting the facts or data, analysing the facts and reaching certain
conclusions either in the form of solutions towards the concemed problem or in
certain generalisations for some theoretical formulation.

1.3 Objectives of Research

The purpose of resarch is to determine solutions to problems through the
application of scientific procedures. The main aim of research is to find out the truth
which is hidden and which has not been discovered as yet. Though each research study
has its own specific purpose, we may think of rescarch objectives into a number of
following broad groupings :

(a) To gain familiarity with a phenomenon or to achieve new insights into it
Studies with this kind of objective are lermed as exploratory or formulative research,

(b) To portray accurately the characteristics of a particular individual, situation
or a group. Such studies with the objectives in mind are known as descriptive research
studies.

(c) To determine the frequency with which something occurs or with which it
is associated with something else. Such studies with this kind of objectives are known
as diagnostic research studies.

(d) To test a hypothesis of a causal relationship between variables. Such studies
are known as hypothesis—testing rescarch studies. ;

1.4 Types of Research

Basically, research is of two types viz. Basic or Fundamental and Action or
Applied. The distinetion between the two lies with the purpose or objective of research.

When a research is underlaken without any immediate utilization objective, it
is called Fundamental or Basic Research. It is also termed as Pure or Theoretical
Research. And when a rescarch is undertaken for some practical purpose, that is, with
an immediate ulilization objective, it is known as Applied or Action Research.
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The National Science Foundation Act (USA) 1950 has defined fundamental or
basic research as one in which the primary aim of the investigator is Lo gain “a fuller
knowledge or understanding of the subject under study, rather than a practical application
there of”, While applied research has been defined as one “that is direeted towards
practical applications of science”, Fundamental research also called theoretical research
hecause of its objectives to discover and enunciate broad generalisations which lead
to the development of theories, principles and laws. Tt reveals the basic relationships
among things, try to understand why things happen, seeks to uncover the secrets of
naturc, tries to give us the fundamental knowledge of things and therfore, it is
fundamental or basic in character ; it is pure because it has no ulterior motive, it seeks
knowledpe for the sake of knowledge, just for the satisfaction of curiosity, the fulfilment
of the desire to know.

Applied research is wholly utility oriented. 1t deals with the problems which
pressurise for immediate solutions so that some practical and desired benelit may be
obtained. Tts objective is not to discover theories, principles or laws, but il tries to
utilise the findings of lundamental research, i.e. (o develop new materials, new
machinery, product or goods. According to the New Encyclopaedia Britanica, Vol, 15,
1974, “Applied research carries the findings of basic research to a point at which they
can be exploited to meet a specific need.” Fundamental research is totally unconcerncd
about the practical effect of its result or findings, while applied research is wholly or
very much concerned about the effects of its results, which must serve a practical
purpose in view.

If the data or findings of fundamental research are utilised by applied research,
the data or findings of applied research also provide hypotheses for fundamental
research. In this way both the kinds of research have gone to make the universe of
knowledge in continuous spiral. J

1.5 Research Methods and Methodology

Rescarch methods may be understood as all those methods or techniques that
are used for conduction of research. Research methods refer to the techniques that
researchers use in performing research operations. It otherwise means that the methods
which are used by the researcher during the course of studying his problem are termed
as research methods. Since the objective of research, particularly in applied research,
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is to arrive at a solution for a given problem, the available data and the unknown
aspects of the problem have to be related to cach other to a make a solution possible.
Keeping this in view, research methods can be put into the following three Zroups :

(i} Those methods which are concerned with the collection of data :

(i) Those statistical techniques which are used for establishing Tﬂiailt‘lrﬁhlp&.
between the data and the unknown lactors :

(iii) Those methods which are used to evaluate the accuracy of the results
oblained.

In briefl, research methods are bui tools of research for data collection and for
establishing relationship between faets.

Methodology means a systematic procedures and techniques required to he
followed for accomplishing an activity. It is a way to systematically solve the research
problem. Rescarch methodology is a body of methods, that is, procedures and techniques
of collection, organisation, analysis and evaluation of data or facts which are appropriate
for a specific problem. Researchers not only need to know how to develop certain
indices or tests, how to calculale the measures of central tendency or how to apply
particular research techniques, but also they need to know which of these methods are
relevant and which are not in a particular problem, All this means that it is necessary
for the researcher to design his methodology for his problem as the methodology may
differ from problem to problem. In research, the scientist has to expose the research
decisions to evaluation before they are implemented. He has to specify very clearly
and precisely what decisions he selects and why he selects them so that they can be
evaluated by others.

From above, we can conclude that research methodology has many dimensions
and rescarch methods do constitute a part of the research methodology. In brief,
research methodology consists of a series of tasks undertaken from the selection of
the problem to the analysis of data in a research study.

1.6 Research and Scientific Method

The terms research and scientific method are closcly related. Research, as we
have discussed, can be stated as “an inquiry into the nature of, the reasons for, and
consequences of any particular setl of circumstances, whether these circumstanes are
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experimentally controlled or recorded just as they occur. A scientific method is the
way in which one can test opinions, impressions or guesses by examining the available
evidence both for and against them. It is simply the pursuit of truth which is determined
by logical considerations. Scientific method is the most assured technique for controlling -
a host of things and establishing stable belief. The ideal of science is to achieve a
systematic interrelation of facts.

The scientific methods include logical reasoning, and depends on both deductive
and inductive kind of reasoning. Deductive reasoning proceeds from general to particular
while inductive reasoning procecds from the analysis of particular facts or events to

a peneral conclusion. The deductive and inductive process is the essence of scientific
method.

Logic and Scientific Method :
Logic involves reasoned knowledge and all sciences are applied logic. The
universal feature of science is its general method which consists in the persistent

search for truth. But the search for truth depends on evidence, the determination of
which we call logic,

Scientific method is an enguiry to ascertain the validity of beliefs, hypotheses
and propositions through factual evidence. In scientific method, logic aids in for-
mulating propositions explicitly and accurately so that their possible alternatives
become clear. Further, logic develops the consequences of such alternatives and when
these are compared with observable phenomena, it becomes possibe for the researcher
or the scientist to state which alternatives is most in harmony with the observed facts.

All this is done through experimentation and survey investigations which constitute
the integral parts of the scientific method.

The scientific method is, thus, based on certain basic postulates which can be
stated as follows @

(iy It relies on empirical evidence ;
(ii) It utilizes relcvant concepls ;
(iii) It is committed to only objective considerations ;

(iv) It presupposes cthical neutrality, i.e. it aims at nothing but making only
adequate and correct statements about population objects ;

(v) Tt results into probabilistic predictions |
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(vi) lIts methodology is made known to all concerned for critical scrutiny and
for use in testing the conclusions through replication ;

(vii) Tt aims at formulating most general axioms or what can be termed as
scientific theories.

Thus scientific method implics an objective, logical and systematic method, i.e,
a method free from personal bias or prejudice, a method to ascertain demonsiratable
qualities of a phenomenon capable of being verified, a method where in 4 researcher
is guided by the rules of logical reasoning and the method where i the investigation
proceeds in an orderly manner.

1.7 Some other types of researches

(i) Deseriptive vs. Analytical

Descriptive research includes surveys and fact-finding enquiries of different
kinds. The major purpose of this descriptive research is to describe the state of affairs
as it exists at present. The main characteristics of this method is that the researcher
has no control over the variables. Researcher can only report what has happened or
what is happening. Tn analytical research, the researcher has to use facts or information
already available and analyse these to make a critical evaluation of the material.

(ii) Conceptual vs. Empirical

Conceptual research is related to some abstract ideas or theories. It is concerned
with the works of philosophers or thinkers (o develop new ideas or (o reinterpret an
old ones. On the other hand, empirical research is concerned with experience and
observation alone. It is data-based research where conclusions are drawn from the data
collected and is capable of being verified by observation or experiment. It can also
be called as experimental type of research,

(iii) Quantitative vs. Qualitative

Quantitative research is based on measurement of quantity. It is applicable to
phenomena that can be expressed in terms of quantity. Qualitative studies, on the other
hand, is concerned with qualitative phenomenon, Tt aims at discovering the underlying
motives and desires through depth intetviews. Attitude or opinion research, i.e, research
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designed to find out how people feel or what they think about a particular subject or
institution is also qualitative research, We can analyse various factors whith motivate
people to behave in a particular manner or which make people like or dislike a
particular thing.

(iv) Pew others depend on time that carried on over time, for many years. This
type of research is known as longitudinal rescarch where the characteristics of a
subject or phenomenon and the way in which these characteristics change with growth
and development, Research may be a laboratory type where research is carried out in
an controlled environment. Sometimes, research may be clinical or diagnostic rescarch.
Tn this type, case siudy method or indepth approaches to reach the basic causal
relations. The exploratory type iaims at the development of hypothesis rather than their
testing. Historical type of research utilises historical sources like documents, remains,
ete. to study events or ideas of the past at any remole point of lime. In management
studies where decision making is an important aspect in the field. Such a decision
making process is achieved through operations research.

1.8 Exercise

|. What do you mean by research and what are the objectives of research ?
Discuss the various Lypes of resarch.
Make a distinction between Basic Research and Applied Research.

How is rescarch differs from scientific method ?

By, e S

Short notes :
(a) Research Methodology.
(b) Benefits of Research.

(c) Empirical Research.

1.9 Summary

This unit introduces us with the various definitions of research and various Lypes
of researches. It also introduces the distinction between research and scientific method,
Rasic concepls of research are discussed in this unit.
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Unit : 2 O Steps of Research

Struciure

2.1 Introduction
2.2 Steps of Research

2.2.1  Selection of the problem
2.2.2 Literature Review
291  Formulation of the problem/ Statement of researcil problem
2.2.4 Research design
2.2.5 Formulating Hypothesis
2.2.6 Methodology of the study
2.2.6.1 Selection /Collection of Data
2.2.6.2 Methods and tools for data collection

2.2.6.3 Analysis of data

2.2.6.4 Assess reliability and validity
2.2.6.5 Interpretation and Generalisation

2.2.7. Writing research Report

2.1 Introduction

This unit is dealt with a brief discussion about the steps of rescarch methods in
special reference to library and information science. Generally, there were no such
preseted dejure or defacto rules and regulations to conduct a research work. Therefore,
rescarcher may follow few steps for their further reference/guidance. Research is a
scientific process of organising, planning conducting, analysing and reporting.
Rescarchers have to achicve their goal oriented research outcome within a stipulated
time frame. Karl Raimund Popper 1979 expressed research process as following:
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Formulate

Gél.lerate Hypothesis
Collect Data
Analyse v& Model
Access Reliaability ar-mt v.e;li.ciitv %

Sell Solution

(Source: Adams. J ct al. (2014), Research Methods for Business and Social Science
Students, Sage Publication.)

research is a purpose of scarch and a newly obhserved parl of previously established
knowledge. Tt is a method of searching for new particular aspect of any particular -
field of study. It applies a scientific method in the study of problem. It has following
salient feature.

w7

It 15 an original work
It focusses a particular field of study
It is unbiased and it is not influenced by any opinion or school of thoughts

Its quality depends on the attitude of the researcher(s)

) v A S

As the research is based on scientific method, then its main basis is logical
appearance.

b o

It is based upon observer-able experiences or empirical data,

b o

Therefore, it demands accurate obscrvation and description. It also inculcales
scientific and’inductive thinking.

17
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2.2 Steps of Research

Selection of the problem

Literature Review
Formulation of the problem/ Statcment of research problem
Research design

Formulating Hypothesis

= a R I o L R O R

Methodology of the study

8.2.1 Seclection /Collection of Dala

§.2.2 Moethods and tools for data collection
8.2.3 Analysis of data

8.2.4 Assess reliabilily and validity

825 Interpretation and Generalisation

6. Writing research Report
2.2.1 Selection of the problem

First and most importlant stage of a research work is to find out/ formulate the actual
problem by understanding the subject property of his/her own interest initially. In this
stage researcher should be aware of his/her ability/command over the topic, available
literature on the topic and also availability of research guide who may direct him/her
on a right way within stipulated time frame. Selection of suitable research problem
in other way may lead rescarch work smoother and efficient. It is thus selection of
rescarch problem which has high volume to the society and to identifly those problems
that need to be shorted out after choosing a right research gap for a study. It is a
difficult task as it depends on the time, effort and commitment on the part of a
researcher, However, three points are to be kept in mind as below:

e What are the contemporary interest?
e Whal is your own intercst?

e What is the gap in the field of the study?
2.2.2 Literature Review:

Literature Review is a major component ol a research, What the review should be
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conducted/focused on, that important part of the research work is to be communicated
here. This part basically includes spaces for critical reading in order to improve
domain specific knowledge and skill development. Literature review is important in
each and every steps of research work to understand as follows:

Which part(s) of the undertaken domain has already been explored?

What are the main and in-depth theoretical perspective?

Who are the experts in this field?

What are the gaps still remains to explore the particular field?

What are the main problems to conduct research work on the said topic?

Is the topic being open to solve identified problems?

The relevant publications are to be carefully studied. The main purpose of this
study is to indicate the problems that are already studied and those are yet (o be
investigated. Review requires a critical understanding of the literature that demonstrates
the height order intellectual skills of analysing, evaluating and creating. This would
help the researcher to know how the same are conducted, the methodology employed
issues covered and the further works has been suggesied. Only proper literature
review process may relate all questions and may make researcher able to have vivid
explicit and pinpointed idea on the said topic. This process is linking/bridging the gap
between research questions and research findings with proper evidence in terms of

previous scholarly communication. It is also a parallel guide to frame research work

which may increase confidence, courage and strength to connect luture work with the
previous work. Tn this case, researcher may follow a good number of resources
including Journal articles, Monographs, Thesis and Dissertations, Indexes, abstracts,
bibliographies, Encyclopaedias, Handbooks etc. to have in-depth knowledge.
Researcher may use resources under Creative Commons license materials to avoid
academic dishonesty. Try o plan your search in terms of scope, range and timescale.
Do critical reading, critical evaluation critical analysis and eritical thinking of existing
literature and formulate research Problems/questions,

2.2.3 Formulating Research problem:

Besides selection equally important is the formulation of the problem. After having
critical and depth study of specified topic rescarchers are able to frame a range of
questions on the base idea like who, what, when, how much, what the reason for,
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what are the functions, what is the process, what arc the causefresull, what is its
applicability, what are the conflicts/arguments ctc. An effective problem formulation
involyes the following:

1. Definition of the problem

2. Scope of the problem

3. Justification of the problem

4. Feasibility of the problem

A researcher must have to answer the sources of data or information those are very
relevant and needful in research work. Two types of sources are used 1) Primary Data

and ii) Secondary Data. Published literature and now-a-days web information are
being popularly used.

2.2.4 Formulating Hypothesis:

Hypothesis mainly depends on anticipation. It is uncertain. The hypothesis is a
tentative solution of the rescarch problems. This provisional idea is literally based on
a limited amount of evidence. Once the evidence has been gathered and the hypothesis
has been tested it becomes the statement that the research work sets out to defend
proposes to develop and attempts to prove (John Dewey, 1993). It 15 specified and
object oriented task to achieve particular goal,

2.2.5 Rescarch design:

Research design is a plan of action to pursue a research work which indicates the
actual actions to be followed to achieve research goal. Tt includes study types
(descriptive, experimental, survey), research questions, hypothesis, variables (controlled,
uncontrolled), methods of data collection and plan for statistical data analysis. This
is the place where researcher will identily and state the exact method for his/her
research work for effective outcome of the research undertaken.

2.2.6 Methodelogy of the study:

2.2.6.1. Selection /Collection of Data: The corc and relevant data are to be
collected for analysis and interpretation, Primary data and on the basis of it secondary
data should be collected for fruitful exccution of research work.

2.2.6.2 Methods and tools for data collection: Researcher may follow any of
' 20




one or more than one method(s) to pursue his/her research wark viz. Survey, Interview
and focus groups.

2.2.6.3 Analysis of data: Creative attitude and elliciency can help to achieve
proper analysis of data. Immaterial data/information are to be omitted/discarded. In
this stage the collected data would have to be classified after collecting data, the
researcher may have to be utilized the data based on his need and purpose. Sometimes
the difference and comparison of data are also being made from the perspective of
the study.

The collected data may not express the real truth and thus the conscious observation
is required for arranging data and fruitfulness of the collected data are also to be
verificd before organisation and arrangement of data. Qualitative data analysis and
quantitative data analysis and Statistical analysis may take plac here if necessary,

2.2.6.4 Assess reliability and validity: Reliability and Validity of data must be
measurable, Tow far collecied datais reliable and validated and authenlicated, that
should be assessed.

2.2.6.5 Interpretation and Generalisation:

Selection, collection and interpretation of data is very much interrelated with each
other and work collectively. Each and every entity cffect each and ever y part of this
circle. Rescarcher have to state his/ her own findings regarding researcher work
should properly have communicated here logically and methodically.

2.2.7 Wriling research Report :

This scction is going to discuss on how to write a research report by giving
particular emphasis on different sections of research step by step. Research repott is
to be written in three parts all over, First part includes Title Page, Preface,
Acknowledgment, List of Tables, List of Abbreviations, Content page. Second part
includes Introduction, Literature Review, Objectives of the study, Statement of Rescarch
Problem, Data Collection, Daia Analysis, Interpretations, Findings, Conclusion &
Recommendations by following Third part including References (by following
referencing style APA 6th edition), Index, Glossary.
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Unit 3 O Ethical and Social Aspects of Research

Structure

3.0 Objectives

3.1 Iniroduction

3.2 Need for Ethical Guidelines

3.3 A Brief History of Research Eithics
3.4 Conclusion

3.5 Exercise

3.6 References

3.0 Objectives

This unit intends to provide an understanding of the social and ethical aspects
of rescarch, which are no less important considerations than any other aspect of
research. A researcher should always be aware of the elements of risks involved in
neglecting social norms and sentiments, as well as the ethical bindings that a human
socicty follow.

3.1 Introduction

Some researchers work on human subjects. In medical sciences, human and
other living creatures are often used, In such cases there may be certain risk factors,
which should be taken into cosideration by the rescarchers. However minor those
factors arc', there may be certain serious implecations. According to Best and Kahn' :
“While these risks may be minor and the importance of the research may be high,
the risks must be considered. ... Any set of rules or guidelines that atlempts to define
the ethical limits for all human researches raises controversy among members of the
scientific community and other segments of socicty.”

It is true that, rigid controls often hamper or restrict the effectiveness and
spontaneity of research. But without some restraints, chances of scrious injury to and
infringement on human rights remain as a possibility. '
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3.2. Need for Ethical Guidelines

Considering the risk factors and their impact on sociely and research itsell, a few
things are to be taken care ol Those are :

3.2.1, Informed Consent

The rescarcher may involve any human being as his subject of rescarch, depending
on a clear consent on the part of the subject. The information, a rescarcher obtains
through research on human subjects is of immense value and potential. On the other
hand, the researcher must be fully aware and responsible for the well beings and
welfare of the subject. Chances of physical harm to the subjects, during research are
remole in the area of social sciences ; but the possibility of such harm in physical and
appliced sciences can not be ruled out. Hence, informed consent from the subject or
participant in any research is a must, '

3.2.2. Confidentiality

The researcher should maintain strict confidentiality of the information he/she obtains
on or about the human subject. Respect for the privacy of the subject should be
maintained. No information on the subjects should be disclosed without their permission,

Any filming or recording of the subjects, done in research may cause identification
and / or harm to the subjects. The reputation, social image or position of the subject
in the society may be damaged for these recordings or filming, Therefore, as the best
practice, identity marks of the huamn subjects should either be obfuscated or
psuedonyms be used.

3.2.3. Protection from Physical and Mental Stress

The researcher should try his/her best to keep the subject of his / her research free
from any sort, of physical or mental stress. In act, the researcher should not normally
deceive the subjects about significant aspects of the research, All possible precautions
should be taken to protect the physical well being as well as emotions of the subjects,

3.2.4. Honouring One’s Self Respect

The dignity and self respect of every individual should be protected with great care.
Other wisc it may cause irritation and humiliation to a subject which is not al all
desirable and congenial for the rescarch and researcher.
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3.2.5. Knowledge of Outcome

Everybody has a right to know any fact or information about the nature, results and
conclusions of the research and it is the duty of the researcher to provide the same,
as prompily as practicable.

3.2.6, Fabrication of Data

THe researcher should be very careful in presenting the data that have been collecied
by him/her during research, Data should never he manipulaled or fabricated.
Transpatency and truthfulness arc the two important parameters of a good research.

3.2.7. Plagiarism

Plagiarism is an ethical issue. Tt is the practice of using some other person’s or
cxpressions by the researcher in his/her writing without mentioning or acknowledging
the source. The researcher should refrain from following such practices.

3.2.8. Honouring Comkitments

Researchers should make sincere efforts to honour all commitments they have made
to subjects/participants,

Considering above points, one should admit the need of a code of ethics for
rescarch.

3.4. A Brief History of Research Ethics

The concept ‘rescarch eithics’ first came to light after world war 1. During the
Nuremberg Trials, people first came to know about the dangerous and harmful “rescarch®
that had been conduced in the concentration camps by the German physicians. In the
so-called ‘research’ millions of innocent people were put to death due to the inhuman
attitude and unethical mindsef of those physicians’. Best and Kahn! said : *In 1932,
a study began on long-lerm cffects of syphilis. For this study by the Unitcd State
Public Health Service, 399 African-American men with syphilis were denied treatment
and told they had ‘bad blood’. This study continued unitl 1972 during which time the
physicians in charge of the study made sure their patients / subjects did not find out
the truth and did not receive any appropriate treatment for syphilis. In the 25 years
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since the study become public, it has been considered a powerful statement regarding
racism and ethical misconduet,”

These lype of researchers on becoming public shook the conscience of the
socicty and naturally voices were raised against such unethical practices. As a result,
in 1953, the Nrst code ol ethics for psychologists was issued by the American
Psychological Association, It was a milestone in the history of research ethics. 1t was
revised in 1963 and in 1970, the Board of Directors appointed an Ad Hoc Committee
on Ethical Standards in Psychological Rescarch forupdating the 1963 cade in the light
of Changing social contexts and the changes taking place in scicnee as well as in
professions. A series of debates, conversations and correspondence was going on
involving almost all cross-scetions of the society resulting in the final draft, adopted
and published in 19731

In December 1992, the ethical standards were published by the American
Psychological Association and in the same year, the American Fducalional Research
Association (AERA) adopted the Fihical Standards of the AERA. The National
Commission for the Protection ol Human Subjects of Biomedical and Behavioral
Research was established by the United States Congress in 1974.

Some of the significant events and studics are discussed here for a clear
understanding.

3.4. Conclusion

Researchers should value their rescarch but at the same time should not forget
their responsibilities towards their subjects, co-researchers, and to the public as well.
They should not adopt unfair practices and should not discard unfavourable data,
Invasion of privacy, lack of confidentiality or harm to the subjects in the name of
research should be avoided by any means. Appropriate credits should also be given
to those who have provided help and support to their research.

3.5, Exercise

1. What do you understand by ‘Plagiarism’?

2. Why ethical guidelines are needed in conducting a rescarch I airly?—Discuss.
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4.0 Ohbjectives

After reading this Unit, reader will be able to:
e dcfine quantitative research; :
understand the nature of this type of rescarch;
recopnize its advantages and disadvantages;
identify the research siluations appropriate for quantitative study;
explain the basic research design for quantitative study;
specily the aspects of quantitalive research;
identily the problems faced in conducting quantitative rescarch;
find the scope of its application in library and information science;

2 & @& 8 @ @ @

4.1 Introduction

Quantitative methods highlight objective measurements and the statistical,
mathematical, or numerical analysis of data collected through polls, questionnaires,
and surveys, or by influencing pre-existing statistical data using computational
techniques. Quantitative research focuses on gathering numerical data and gencralizing
it across groups of people or to explain a particular observable fact.

The collection of information in quantitative research is what sets it apart {rom
other types. Quantitative research is focused specifically on numerical information,
also known as ‘data.” Because the research requires its conductor to use mathematical '
analysis to investigate what is being observed, the information collected must be in
numbers.

For quantitative data analysis in this type of research, issues of validity and reliability
are significant. Quantitative researchers endeavour to demonstrate that their selected
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melhods succeed in measuring what they purport to measure. They want to make sure
that their measurements are stable and consistent and that there are no errors or bias
present, either from the respondents or from the researcher.

The analysis can be left until the end of the data collection process, and if it is a
| large survey, statistical software is the casiest and most efficient method to use. For
this type of analysis time has to be put aside for the data input process which can be
long and laborious. However, once this has been done the analysis is quick and
efficicnt, with most software packages producing well presented graphs, pie charts and
tables which can be used for the final report. '

To better understand this style of research it is needed to break down e major
doctrine. There are three: observing and explaining something that happens, collecting
information, and analyzing the information, The combination of these three parts is
at work when presenting clear and well-rescarched findings.

Observing and explaining occurrences is the first step. The search for this explanation
can be presented in the form of a question. It can also be expressed as a hypothesis.
In the casc of a hypothesis the scarch for an explanation is made as a statement to
be proved or not — depending on the goals of the researcher.

Self Check Exercise :

1. Define quantitative research. Why it is called *quantitative’?

I R b B B LR i e oo b

4.2 Types of Quantitative Research

Quantitative research primarily can be categorized in two types — experimental and
non-experimental. Experimental research method consists of three studies ie. True
experimental, quasi experimental and pre-experimental research. Nou-experimental

29




mainly leads to deseriptive study which includes survey, correlational, comparative
study, evaluation study, and ex-post facto study. The difference among them primarily
relates 1o the degree the researcher designs for control of the variables in the experiment.

Quantitative Reaearch Methods

 Experimental

L+ True 2xperunzntal ,
""-" » (Juast experimental i
-+ Pre-expertmental

‘Non-experimental
|+ Corzelational
_______! + Survey

|+ Compatative

|+ Evaluation |
| ¢ Diserptive (Ex-post facto) |

4.2.1 Experimental

4.2.1.1 True Experimental:

This rescarch method often called experimental research: use the scientific method to
ostublish causc-effect relationship among a group of variables in a research study.
Researchers make an effort to control for all variables except the one being manipulatéﬂ
(the independent variable). The effects of the independent variable on the dependent
variable are collected and analyzed for a relationship. The true experiment is often
thought of as a laboratory study, but this is not always the case; a laboratory setting
has nothing to do with it.
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Characieristics of Experimental Research:
There are several characteristics involving experimental research which distinguish
experimental research from other rescarch methods, These key ideas, as presented by
Creswell (2008) include:

e Random assignment

e  Control of extrancous variables

e  Manipulation of treatment

®  Measurement of outcomes

o Comparison of participant groups

@  Possible threats to validity

Moreover, this research design provides unbiased approximation of the variable

effects and associated doubts; enables the experimenter to detect important differences.
It permils conclusions that have wide validity and shows the direction of better results.

Examples ;

The effect of positive reinforcement on attitude toward school
e The effect of teaching with a traditional lecture approach on students®
achievement :
* A comparison of the effect of personalized instruction vs, traditional instruction
on computational skill
e Law Of Segregation - The Mendel Pea Plant Experiment
e Transforming Principle - Griffith’s Experiment about Genetics
Experimental research is guided specifically by a hypothesis. Sometimes
experimental rescarch can have several hypotheses, A hypothesis is a statement to be
proven or disproved. “It is an assumption based statement of a proposition or a
reasonable guess which the researcher seeks to prove through his study”, Once that
Slalement s made experiment is started on to find out whether the statement is true
or not. This type of research is the bedrock of most sciences, in particular the natural .
sciences.

4.2.1.2 Quasi Experimental

Quasi-experimental research may look very much like true expetimental rescarch in
that it does involve the manipulation of an independent vatiable, Quasi-experimental
research studies lack one or both of the essential propertics of randomization and a
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control group. It has a weakness in that is not possible to deliver ‘cause and cffect’
resulls, In other words, researcher cannot conclude from this research that, for example,
doing one thing causcs a particular phenomenon (e.g. smoking cigarelle causes cancer),

When performing a study, a rescarcher is attempting to show that variable "A’
influences variable ‘B’ to do something. They want to demonstrate cause and effect,
Random assignment helps ensure that there is no pre-existing condition that will
influence the variables and mess up the results.

Quasi-experimental designs include:

time serics design

multiple time-series design

regression/discontinuity analysis

equivalent time samples design

separate sample pre-test/post-test design

separate sample pre-test/post-test control group design
nonequivalent control group

Types of Quasi-Experimental Research

Quasi-Experimental Research can be categorized into (hree types of quasi-experimental
research: cross-sectional, longitudinal, and cross-sequential.

Cross-sectional research studies make a comparison of different groups at the
same time. In human growth and development, cross-sectional research is most
often used to look at different groups of people at different ages.
Longitudinal research studies look at one individual or one group over a
period of time. An example of longitudinal research would be a study where
a group of two-year-old children are scparated into those who use processed
food and those who do not.

Cross-sequential research studies compare two separatc, but similar, longitudinal
research studies that are done at different times. Cross-sequential rescarch
studies are miich more complicated, expensive, and time consuming than other
rescarch designs. Because of this, it is seldom used, even though it is a very
effective way of collecting useful data.

4.2.1.3 Pre-Experimental

This method follows basic experimental steps but fail to include a control group. It
is also called a weak experiment because the design lacks essential components of a
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true experiment: random assignment of participants to groups and manipulation (Suter,
2006). Pre-experimental design is usually undertaken for exploratory purposes, Typical
of pre-experimental design is the climination of a control group, thus it is often called
a single-group experiment. A single group is often studicd but no comparison between
equivalent non-treaiment groups is made. Pre-experimental research is needed because
therc are many independent variables that the researcher cannol manipulate, either
ethically, or practically. For example, some quantitative variables that cannol be
manipulated are age, intelligence, personality traits cte. Pre-experimental research is
three types:

(1) One-shot case study design: In this rescarch a single group is studied at a
single point in time aller some treatment that is presumed to have caused
change. Tt focuses on (o evaluate the influence of a variable and attempts to
explain a consequence by an antecedent. No control or comparison group is
employed in this study. This design is diagrammed as:

Group | — Treatment Tmplemented’! Posttest Administercd

(ii) One group pre-test/posi-test design: Generally a single case is observed al
(wo time points, one belore (he treatment and one after the treatment, Changes
in the outcome of interest are presumed to be the result of the treatment. This
method does not include control or comparison group, A benefit of this design
is the inclusion of a pretest to determine baseline scores. This design can be
diagrammed as: '

Students Assigned to Group — Pretest Administered — Treatment Implemented
— Posttest Administered '

(iii) Static group comparison design (cross-sectional study): A group that has
experienced some treatment is compared with one that has not. Observed
differences between the two groups are assumed to be a result of the treatment.
This design can be diagrammed as:

Intact Groups — Group | — No Treatment Implemenied — Posttest
Administered — Group 2 — Treatment Implemented — Postlest Administered
4.2.2 Non-Experimental

4.2.2.1 Correlational
Correlational research examines the relationships between two variables using statistical
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analyses. It is done to cstablish what the affect of one on the other might be and how
that affects the relationship. In correlational research the survey is conducled on a
minimum of two groups. In most correlational research there is a level of manipulation
involved with the specific variables being researched. However, it does not look for
cause and effect and therefore, is also mostly observational in terms of data collection.
For example, just because two data points synchronization doesn’t mean that there is
a direct cause and effect relationship.

This type of research recognizes trends and patterns in data, but it does not analyse
or prove these observed patterns. Cause and effect is not the basis of this rescarch.
The data and their relationships, and distributions of variables are studicd only. In this
study variables arc not manipulated; they are only identified and are studied as they
occur in a natural sctting.

Examples:

e The relationship between intelligence and self-esteem

o The covariance of smoking and lung disease

e The relationship between diet and anxiety

» The relationship between an aptitude test and success in an algebra course

4.2.2.2 Sarvey

Survey rescarch is one of the most important areas of measurcment in applied social
research. The broad area of survey research encompasses any measurement procedures
that involve asking questions of respondents. This research uses questionnaires,
interviews, and sampling polls to get a sense of behavior with strong precision. It
allows rescarchers (o judge behavior and then present the findings in an accurate way.
Survey research can be conducted around one group specifically or used to compare
several groups. There are many different types of surveys, several ways to administer
them, and many methods of sampling. Some data collections methods are:

Questionnaires: a series of predefined questions for data collection from individuals.
It is two types in nature:

Closed-ended guestions - predetermined answers are given generally ‘yes' ‘no’ lype
from which respondents: choose their answer. -

Open-ended guestions - respondents are asked to answer each question in their own
words i.c. answers arc descriplive in nature. :

Sampling: It is a technique of selecting units from a population of interest so th:n
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by studying the sample researcher may fairly generalize the results back to the entire
population of interest. Many types of sampling methods are used in survey research,

* & & 8 5 @

Types of sampling are listed below:

Probability Sampling: 1t utilizes some form of random selection. The method sets
up some procedures that assure that the different units in the population have equal
probabilities of being chosen. Various types of probability sampling are:

Simple Random Sampling
Stratificd Random Sampling
Systematic Random Sampling
Cluster (Area) Random Sampling
Multi-Stage Sampling

Non-Probability Sampling: In this method some elements of the population have
no chance of selection or where the probability of selection can’t be accurately
determined, It involves the selection of elements based on assumptions regarding the
population of interest, which forms the criteria for selection. The selection of elements
is nonrandom. Types of non-probability sampling are as follows:

Accidental or Convenience Sampling
Purposive Sampling

Quota Sampling

Expert Sampling

Snowball Sampling

Heterogeneity Sampling

Modal Instance Sampling

Interviews: In quantitative research (survey research), interviews are morc structured
than other researches, In an interview mecthod, the researcher asks a standard set of
questions for data collection.

Face-to-face interview — The rescarcher establishes rapporl with potential
participants and therefore gains their cooperation. This method yields highest
response rates in survey research.

Telephone interview — This method is less time consuming and less expensive

‘and the researcher has ready access (o anyone having a telephone. The response

rale in this method is not as high as the face-lo- face inlerview,
Computer Assisted Personal Interviewing (CAPI) — Tt is a form of personal
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interviewing where the interviewer brings along a laptop or hand-held computer
to enter the information directly into the database. Though this method is
expensive Lo set up il saves time involved in processing the data.

4,2.2.3 Comparative

Comparative research aims to make comparisons across different countrics or cultures.
This method has long been used in cross-cultural studies to identify, analyse and
explain similarities and differences across societies. A major problem in this research
is that the data sets in differenl countries or across societies may not use the same
catcgories, or define categories differently (e.g. definitions of poverty). There arc
many names this research: comparative public opinion, cross-national public opinion,
or even comparative political behavior.,

This research is a broad expression that includes both quantitative and qualitative
comparison ol social entities. Social entities may be based on many shapes, such as
geographical or political ones in the form of cross-national or regional comparisons.
The ultimate goal of comparative rescarch is to search for similarity and variance of
the entities. Those searching for similarity often apply a more general theory and
search for universals or underlying general processes across different contexts. To
conduct comparative research some rules must be followed carefully. Some of the
basic rules of comparative research have been provided by Roger Jowell (1998) as
follows.

¢ Knowledge about country: Rescarchers should not to interpret survey data
relating to a country with little knowledge.

e Limit the number of countries: They should oppose the appeal to compare
too many countries at once.

e Contextual variables matter as well: Cross-national surveys should pay as
much attention to the choice and compilation of aggregate-level contextual
variables.

e Aware of limitations: Researchers should be as open about their limitations
as they are enthusiastic about their explanatory powers.

®  Rules for methods: To transform cross-national surveys from parallel exerciscs
into joint ones, collective development work, experimentation, scale
construction, and piloting should be undertaken in all participating nations.

e Be critical of findings: Analysts of cross-national data should try to suspend
initial belief in any major inter-country differences they discover.
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In this study researcher emphasizes diversity of factors-and the focus is on the
similarities within a category of cases with the same outcome that (i) distinguish that
calegory from other categories (countries with other forms of austerity protest) and
(ii) explain the outcome manifested by that category. In other words, the study of
diversity is the study of patterns of similarities and differences within a given set of
cases.

4.2.2.4 Evaluation

This is an “ap;piicd form of rescarch that involved finding out how well a propramme.
praclice, procedure or policy is working” (Polit & Hungler, 1999). On other words
“assessment study with value judgement is the cvaluation study of research. This type
ol research is directed to evaluate the performance of a project, or programme, process
or product that has already been started or implemented” (Ohdedar, 1993),

Assessment + Value = Evaluation

Three lypes of cvaluation research are:

(1) Concurrent evaluation — It evaluates ongoing programme simultaneously;
(2) Phase cvaluation — This research evaluates programme at its different phases;
(3). Terminal evaluation — At the end of a programme this research is carried out.

Examples of evaluation research:

Process or implementation analysis;
Outcome analysis and the analysis of the outcome of changes in processes:
Impact analysis or the impact of a new treatment;
Cost-benefit analysis and so on; :

As with the survey research methods, this type of research may best be carried out
as a qualitative piece or research, depending upon the original research guestion.

4.2.2.5 Descriptive (Ex-post facto)

Descriptive research does not [it neatly into the definition of cither quantitative or
qualitative research methodologies, but instead it can utilize elements of both, often
within the same study. This type of research includes surveys and fact-finding enquiries
ol different programmes. The main purpose of descriptive research is to deseribe the
state of affairs as it exists at present. Sometimes descriptive research is used as
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synonymous term of survey research, This research describes and interprets what is.
This research is called ex-post facto research as il uses variables that are already
happened. It is also called exploratory observational or casual comparative method.
“It deals with conditions or relationships that exist, opinions thal prevail, processes
that arc going on, effects that are manifest, or trends that are developing. Tt is mainly
concerned with the present though it often considers past events and influences as
relating to current status” (Ohdedar, 1993).

Most quantitative research covers two areas; studies that describe events and studics
aimed at discovering deductions or causal relationships. Descriptive studies are aimed
at finding out “what is,” so observational and survey methods are normally used to
collect deseriptive data.

The purpose of descriptive research is to

e observe:

@ describe and

# document

This research involves the collection of data that will provide an acecount of

individuals, groups or situations. Instruments involved to obtain data for this research
include '

e questionnaires; _
e interviews (personal interviews with the aid of study guide, closed questions);
® observations (participatory or not, checklists, etc.)

Characteristics of descriptive research:

e It does not reply questions aboul how/when/why the characteristics occurred;
o [t gives meaning (o the quality and standing of facts that are going on;

e Tt involves collection of data in order to test the hypothesis or to answer
questions;

e The variables in descriptive rescarch are not usually controlled.
e It is criticized for its inability to control variables;

e Study compares the characleristics of two groups or cases to determine their
similarities orfand differences.

s It reveals problems or abnormal conditions to provide basis for decision making;

e Study may or can be repeated for purposes of verification and comparison.
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Types

of descriptive research:

On the

basis of the observation of variables descriptive research is calegorized into

threc types.

(1)

Cohort method — This method looks forward in time and observes variables

for long period of time. It is called observational study. So, observational studics are

all abo

(i)

ul observing people, and they occur into two scttings,
MNaturalistic: Tl is called figld observation where a researcher observes the
subject in its natural environment, collect data . and drew conclusions from
this. This makes the observations more truc to what happens in the chaotic,
natural world.

(i) Laboratory observation: In this type of study a researcher observes the

(2)

(3)

subject in a laboratory setting. This gives the researcher a little more control

over what happens. An example of a laboratory observation in psychology

would be done to understand something about children at a certain age.
Cross-sectional method — It measures (o see i a substance or activity is
related to other. Generally it looks at current or present activity. In this study
rescarchers record information about their subjects without manipulating the
study environment. A rescarcher can measure the cholesterol levels of daily
walkers and non-walkers along with any other characteristics that might be of
interest to the researcher. Here researcher never influence non-walkers o take
up that activity, or advise daily walkers to modify their behaviour,
However, cross-sectional studies may nol supply specific information about
causc-and-cffect relationships. This is because such studies offer a picture of
a single moment in time; they do not judge what happens before or after that
event.
Case-control method - It compares one group to another and finding their
differences if any using backward data analysis. This study was historically
borne out of curiosity in disease etiology. The study is designed on the basis
of the case history of a patient. The diseased patient is questioned and examined,
and elements from this history taking arc joined together lo disclose factors that
are liable for disease.
The goal of this research is to retrospectively resolve the experience to the risk
factor of interest from each of the lwo groups: cases and controls. These studies
are carried out to determine the abnormal from the group. Sometimes this study
is called “retrospective studies” or “case-referent studies.” This study gains
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some advantages of short time span, look at multiple risk factors, quick
answering system ete. But it suffers from a problem of data quality which
mainly depends on memory.

Examples of Descriptive Research:

Generally the study questions in descriptive study starl with “What is...”. For example,
descriptive rescarches want to resolve the following questions:

e Whalt is the impact of social networks on changing attilude of college students?

e What is the intangible motivational factor in increasing output of a factory?

e What is the average age al which children learn to speak?

e Why does school environment control student behaviour?

This research includes both quantitative and qualitative data to deseribe the
population being observed. For example, it can be observed that why certain groups
of workers are suffering on eye diseases, while others of the same type and in the same
working conditions are good in health,

This research can be done aboul the effects of the social network siles on changing
human behaviour, study aboul mass media effectiveness, study of the relationship
between a particular TV programme and it’s appeal to people and so on,

The above examples are fit inlo three types of deseriptive studies:

Simple deseriptive: The study wanis to know a single answer from a study such
as percentage of student having autistic problem.

Comparative deseriptive: It describe and compare multiple groups. Generally the
rescarch question is like what is the percentage of boy vs. girl students who are
depressed?

Correlational: The study describes the statistical rclationship between two or
more variables, For example research question wants to find the student-teacher ratio
in cach classroom and calculates the average student achievement on the state
assessment. i

Self Check Exercise :

How will you calegorize quantitative research?

Why true experimental research is sometime called ‘experimental research’?
In which research ‘cause-effect’ relation does not arise and why?

Why pre-experimental group is called single-group experiment? Describe threc
types of pre-experimental research,

i L e
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5. Mention the tools for data collections in survey rescarch.
6. Why comparative rescarch is carried out very carefully? Describe with examples.

7. Why descriptive rescarch is called “Ex-post facto’ research? Describe various
methods of descriptive research. '
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4.3 Characteristics

Data collection: This method follows structured research instruments for collecting
data. Data pathering instruments contain items that seek measurable characteristics of
the population (e.g. age, sex, the number of family members, income, educational
status etc.). To avoid researcher’s bias, this requires adhcrence to the principle of
random sampling method to deleat the purposc of research.

Sample size: Quantitative method studies large number of population size, therefore
it requires to choose Er,ugr::] sample sizes that ate good arc representative of the
population,

Instruments for analysis: It follows standardized, pre-tested instruments for data
collection and analysis of collected data which ensure the accuracy, reliability and
validity of data. Ior more reliable dala analysis, a normal population distribution
curve is generally preferred over a non-normal distribution,

Research guestion: At the time ol conducting this rescarch the researcher has a
clearly defined research question to which objective answers are sought.

‘Tools: Quantitalive methad uses various tools such as questionnaires, interviews,
computer programmes, advanced digital or electronic instruments and so on to collect
numetical data. Data are organized using tables, graphs, or figures, charts or other
non-textual forms that combine large numbers of data to show relationships, trends,
ar differences among variables,

Scope to verify: Researchers can repeat the quantitative method to verify or
confirm the findings in another setting. So the research study ensures its high reliability.
This strengthens the validily of innovative discoveries or findings by eliminating the
possibility of errongous conclusions.

Outcomes: Quantitative models or formula derived [rom data analysis can predict
outcomes. The outcomes of the rescarch are used to generalize concepts more widely,
predict future results, or investigate causal relationships.

Pre-caution: As quantitative research deals in numbers, logic, and an Dhjai;ﬁvé
standpoint, all aspects of the study are carefully designed before conducting this study.
The study locuscs on numeric and unchanging data and detailed, convergent reasoning
rather than divergent reasoning,
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Self Check Exercise ;

1.

Why quantitative research method follows sampling instead of population?

4.4 Advantages and Limitations

Quantitative methods presume to have an objective approach to studying research
problems, where data is controlled and measured, 10 address the accumulation of facts,
and to determine the causes of behavior, As a consequence, the results of quantitative
research may be statistically significant bul are often humanly insignilicant. There are
some advantapes and specilic limitations discussed in below.

4.4.1 Advantages

This research provides estimates of populations at large.

It is more reliable and objective and has precision, is definitive and standardized.
The method indicates the extensiveness ol atlitudes held by people.

Scope of use statistics to generalize a finding and provides results which can
he condensed to statistics. '

There is a good scope to allow statistical comparison between various groups.
It looks at relationships between variables and can establish cause and effect
in highly controlled circumnstances. .

This research often lessens and reorganizes a complex problem lo a limited
number of variables.

Quantitative research has a scope to assume sample as the representative of the
population.

The method tests theorics or hypotheses and it also measures level of occurrence,
actions, trends, ete.

Tn this research method subjectivity of researcher in methodolopy is recognized

less.
This method easily answers such questions as “How many?” and “How often?”
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4.4.2 Limitations

Some specific limitations include:

The method is good in data analysis and it is more efficient and able to test

hypotheses, but may fail to spot contextual detail. So the result sometimes does

not reflect real world situation.

At the time of data collection through questionnaire, the development of standard

questions by researchers can lead to “structural bias” and false representation,

where the data actually reflects the researcher’s view instead of the participating

subject.

This type of research introduces good results but provide less detail on behavior,

attitudes, and molivation,

As there it is flexible to data collect in terms of large or narrow data. Researcher

may collect a much narrower and sometimes superficial dataset;

Results are limited as they provide numerical descriptions rather than detailed

narrative and generally provide less claborate accounts ol human pereeption;

The research is often carried out in an unnatural, artilicial environment so that
a level of control can be applied to the exercise.

Preset :answers will not necessarily reflect how people rcally feel about a

subject and, in some cases, might just be the closest match to the preconceived

hypothesis. '

It uses a static and rigid approach and so employs an inflexible process of

discovery.

Self Check Exercise :

1. Why quantitative research is statistically significant?
2. Why quantitative research never free from researcher’s own bias?
ADSWEr, o vy
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4.5 When do we use gquantitative methods?

A lot of researchers, both quantitative and qualitative, take a pragmatist approach to
research, using different methods depending on the research question they are trying
to answer. In some cases, this will lead them to quantitative research, {or example
when they need to give a quantitative answer to a question or generalize findings to
a population, or are looking (o test a theory mathematically; in other cases, they will
employ qualitative methods. Sometimes a mixed method approach combining
quantilative and qualitative methods will be the most appropriate.

If a pragmatic approach is taken to research methods, first of all it is required to
find out what kinds of questions are best answered using quantitative as opposcd to
‘qualitative methods. There are six main types of research questions thal quantitative
rescarch is particularly suited to find an answer to:

e When the researcher demands quantitative answer from the study this type of -
research is best suited to conduet.

® Numerical change can likewise only accurately be studied using quantitative
methods, For example, if a researcher wants to know the numbers of students
in a university are rising or falling, 3 '

® This rescarch is useful to conduct audience segmentation. It is done by dividing
the population into groups whose members are similar (o each other and
distinct from other groups.

® To quantify opinions, attitudes and behaviours and find out how the whole
population feels about a certain issue, this tesearch method is best to the
researchet. If a rescarcher wants to find out the exact number of people’s
altitudes regarding an issue prior lo a campaign, researcher must choose this
method.
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e It is suitable to explain some phenomena. For example, to know the factors
liable to change the student achicvements in computer practice. This type of
study can be successfully follows quantitative methods.

e For testing of hypotheses, guantitative research method 15 applied. Generally
this type of research study wants to explain something, for example whether
there is a relationship between students” achicvement and their self-estecm and
social background.

In above six research practices, first four types are descriptive research because

they are trying to describe a situation. But later two types arc called ‘inferential
rescarch’ because they explain something rather than just describe it.

Self Check Exercise

1. In what situation a researcher selects quantitative method 7

4.6 Quantitative Research - Approaches to Experimental Design

4.6.1 Introduction :

Experimental method is a scientific rescarch method of quantitative study. It is a
process of contribution to the already established knowledge. Thus, the researcher
operates under the basic assumption that the research situation he wishes to evaluate
has never existed and does not now exist. Situation here means in the sense of a
programme, curriculum or method for organizing class, as well as a ‘situation” created
fo test (Singh, 2006). Experimental research has been defined in various aspects.
Sometimes it is called a method or process to test hypothesis or it is the method of
verification of a hypothesis which seeks to make up two factors into a casual relationship
through the study.

This method is often used where:

s (here is time priority in a causal relationship;

e (here is consistency in a causal relationship;

e (he magnitude of the corrclation is great.
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4.6.2 Phases of Experimental Method

The overall structure for a quantitative design is based in the scientific method, [t
uses deductive reasoning, where the researcher forms a hypothesis, collects data in an
investigation of the problem, and then uses the data from the investigation, afler
analysis is made and conclusions are shared, to prove the hypotheses not false or false,
The basic procedure of a quantitative design is:

Problem Selcction & Literature Review
4
Formation of hypothesis
|
Data collection
d
Analysis
&
Prove the hypothesis

L

Conclusion

Fig. Deductive reasoning of seientific method

4.6.3 Variables:

Experimental research is usually used in sciences such as sociology and psychology,
physics, chemistry, biology and medicine cte. Tt is a collection of research designs
which use manipulation and controlled testing to understand causal processes. Generally,
one or more variables are manipulated (o determine their effect on a dependent
variable. The experimental method is a systematic and scientific approach to research
in which the reseatcher manipulates one or more variables, and controls and measures
any change in other variables.
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A variable is an element, entity, factor or measurable characteristic that varies. Il
may change from group to group, person to person, or even within one person over
time. Tn other words, variables are the conditions or the characteristics the rescarcher
manipulates, controls, or observes in order to obtain the results of an experiment.

Various types of variables are listed below.

(1) Dependent and Independent Variables:

(i)

(ii)

(2)

(3)

An indcpendent variable (sometimes called an explanatory, predictor, stimulus,
covariate or control), is a variable that is being manipulated in an experiment
in order (o observe the effect on a dependent variable (sometimes called
explained, outcome, response or controlled). So a dependent variable is affected
by the independent variable i.e. it responds to the independent variable. For
cxample, positive change in workers’ salary increases factory production. Here
salary is an independent variable and production is dependent variable.
Independent variable is categorized into two types:

Treatment variable: The variables that the experimenter manipulates and to
which hefshe assign subject.

Organismic variables: These variables cannot be changed by rescarchers, as
they include variables being studied. It is mainly petsonal characteristics of
participants’ gender, age, weight in behavioral sciences. These variables cannol
be altered by the researchers.

Quantitative and Qualitative Variable:

Quantitative variables are expressed in numerical terms but qualitative variable
cannot be expressed in numerical figures, Qualitative variables as the abstract
attributes like talent, academic achievement aud ereativity cannot be observed

directly. But they can be given operational definition that is, precise meaning,

and guantifiable property.
Confounding variables:

These variables are those aspects of a study or sample that might influence the

dependent variable and whose cffect may be confused with the effect of the.

independent variable. Confounding variables arc two Lypes:

Extrancous variables: These are environmental elements that mystify the
relationships among variables under study. It affects the dependent variables.
Sometimes it causes the invalidation of the true results.
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(ii) Intervening variables: lntcrvening variables include variables that are not
dircctly obscrvable c.g., nervousness, dullness. Tt is caused by the independent
variable and is itself a cause of the dependent variable.

Extrancous variables can be controlled and the ellects of those variables in the
~ research study can be reduced by the researchers using the method of randomization.
At the time ol collection of variables researchers must select random process as well
as random assignmenl ol participants (o (reatment groups. To control extrancous
variables, researchers hold certain variables constant throughout an experiment for
both the control and treatment group. Some of the other methods arc matching groups,
comparing subgroups or homogenous groups, using a single group as both the control
and treatment group ete. Moteover, researchers may follow other practices to minimize
the effects of those variables.

4.0.4 Steps for Conducting Experimental Research

Various steps are followed in completing experimental rescarch. These are piven
below:

(i) selecting a research problem: "Topics are typically selected based on
personal interest, a review of recent literature, and the experiences of the
researcher. The problems willing to testing generally can, and should, be
converted into a hypothesis that can be verificd.

(ii) Literature reviews: In this step it is needed to review the literature and

specify a research question. Rescarch questions are typically generated
* based on researchers’ exploration of previously published literature of the
topic.

(iii) Hypothesis: In this step a clear hypothesis is formulated. Three types of
research hypotheses exist in experimental research — directional hypothesis,
non-directional hypothesis and the null hypothesis.

(iv)  Defining the population: This step includes select and assign participants
to groups. After defining the population researchers randomly select and
assign participants in to two groups: a control group and a treatment group.

(v) Selection of an Instrument: Researchers select or design instruments to
use in experimental research based on which instrument will best measure
the dependent variable.

(viy  Carrying out the experiment: It is nccessary here to insist on close
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adherence 1o plans, especially as they relate o the faclors of control,
randomization and replication.

(vii)  Collection and analysis: This step collects observational data and analyzes
those collected data.

{(viii) Decision about the Hypothesis: Researchers collect substantial evidences
to support rejecting the null hypothesis. Null hypothesis nullify the
relationships between the treatment and control group ie. there is no
differcnce between them. Rescarchers generally provide evidence to the
contrary; that the two groups differed as a result of the treatment applied.

(ix)  Draw conclusions: After statistical analyses of the data it is important to
researchers to formulate the conclusions regarding the implications of their
study. The conclusions of the study must be restricted to the population
actually investigated.

Selil Check Exercise:

1. What do you mean by experiment? Why experimental research is called
‘deductive reasoning’?
2. Describe various types of variables in experimental research.

Fol i L ro L BN AR L R WA )

4.7 Basic Research Design for Quantitative Studies

The averall structure for a quantitative design is based on the scientific method. Tt uses
deductive rcasoning, where the researcher frames a hypothesis, collects data, and then
uses the data for analysis, after analysis is made and conclusions are shared, to prove
the hypotheses not false or lalse. Before designing a quaniitative research study, the
researcher must decide whether the study will be descriptive or experimental. On the
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basis of the type, data gathering, analysis and interpretation will differ. Though there
are different steps of research and it varies from one to one type, the basic research
design is same.

4.7.1 Introduction

This part of the rescarch is written in present tense and from the third person point
of view. It includes the followings:
Identifies the research problem

o Review of the literature
o - Formulation of hypothesis
@

Describes the various aspects such as define unfamiliar or complex terms,
concepts, or ideas etc.

4.7.2 Methodology

Quantitative study should describe how each objective of the study will be achieved.
It requires providing enough details of methodology to enable the research outcomes
fruitful. The followings aspects are essentials in this scction.
e Details of the sludy population and sampling and procedures used for their
sclection
e Data collection method, tools, instruments, limitations and sufficient notes
regarding data collection
e Procedures for processing and imal}_fzing the data, mathematical techniques,
compuler programmes elc.

4.7.3 Resulis

The finding of the rescarch study should be wrillen vbjectively and in a precise formal.
In quantitative studies, it is common to use graphs, tables, charts, and other non-
textual clements to help the reader understand the data. For analyzing the data or
statistical analysis, all the methods and statistical formulas should be written carefully
and should be present in a logical, sequential order, Detail descriptions of the
interpretations and results should be presented here.

4.7.4 Discussion

Discussions should be analytie, logical, and comprehensive, Tt should meld together
all findings in relation to those recognized in the literature review, and located within
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the context of the theoretical framework of the study. The discussion should be written
in the present tense. 1t includes the followings:

e Description of trends, comparison of groups, or relationships among variables
e Description any trends that emerged from the analysis
e Explanation of all unanticipated and statistical insignificant findings

e Highlight key fmdmg% based on the overall results and note findings that are
important

@ Dcpict any limitations or unavoidable bias in the study

4.7.5 Conclusion

At the end of the study it must be summarized and provide a final comment and
assessment of the study. Basie threc arcas of the conclusion are:
e Summary of lindings — Synthesize the answers to the research questions
e Recommendations — Key findings with recummemidl.mm or actions to be
taken in praclice
e Future research — Need lor future research which is linked to the present study

Self Check Exercise @

1. Why quantitative research follows scientific method? Descuhc the steps of
quantitative research design.



4.8 Summary

In this unit the students siudied that quantitative research is a type of empirical study

and this research can be exciting and highly informative. That means the research
focuses on verifiable observation as opposed to theory or logic. This research is about
explaining phenomena by collecting quantitative data which are analyzed using
mathematically based methods, Most often this type of research is expressed in numbers.
A researcher represents and manipulales certain observations that they are studying.
They attempts to explain what it is they are seeing and what affect it has on the
subject. They also determine and what the changes may reflect. It can be used to help
cxplain all sorts of phenomena.

Though, quantitative rescarch is categorized into many types, only four lypes of
quantitative rescarch designs: descriptive, correlational, quasi-experimental and
experimental are most popular. The best quantitative research gathers precise empirical
data and can be applied to gain a better understanding of several fields of study. The
overall goal is to convey numerically what is being secn in the research and to arrive
at specilic and observable conclusions.

4.9 Keywords

Bias: A loss of balance and accuracy in the use of research methods, Tt can appear
in research via the sampling frame, random sampling, or non-response. It can also
occur at other stages in research, such as while interviewing, in the design of questions,
or in the way data are analyzed and presented.

Case Study: The collection and presentation of detailed information about a
particular participant or small group, frequently including data derived from the subjects
themselves.

Case Study: The collection and presentation of detailed information about a
particular participant or small group, frequently including the accounts of subjects
themselves.

Cohort Analysis: It is group by group analytic treatment of individuals having a
statistical factor in common to each group. Group members share a particular
characteristic. '

Control Group: A group in an experiment that receives not treatment in order Lo
compare the treated group against a norm,
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Control Group: The group in an experimental design thatl receives either no
treatment or a different treatment from the experimental group. This group can thus
be compared to the experimental group.

Controlled Experiment: It is an experimental design with two or more randomly
selected groups in which the researcher controls or introduces the independent variable
and measures the dependent variable at least two times.

Data: Recorded observations, usually in numeric or textual form.

Dependent Variable: A variable that receives stimulus and measured for the effect
the treatment has had upon it

Diserete Variable: A variable that is measured solely in whole units, e.g., gender
and siblings,

Empirical Research: The process ol developing systematized knowledge gained
from ohservations that are formulated lo support insights and generalizations about
the phenomena being rescarched.

Experimental Research: A researcher working within this methodology creates an
environment in which to obscrve and interpret the results of a rescarch question. A
key element in experimental research is that parlicipants in a study are randomly
assigned to groups.

External validity: Concerned with the extent to which study findings can be
peneralized beyond the sample used in the study '

Hypothesis: A tentative explanation based on theory to predict a causal relationship
between variables,

Independent variable: An independent variable is a variable that is manipulated
to determine the value of a dependent variable.

Internal validity: The extent to which the effects detected in the study are a true.

reflection of reality rather than the result of extraneous variables

Methodology: a theory or analysis of how research does and should proceed.

Null Hypothesis: The proposition, to be tested statistically, that the experimental
intervention has “no effect,” meaning that the treatment and control groups will not
differ as a result of the intervention, Investigators usually hope that the data will
demonstrate some effect from the intervention, thus allowing the investigator to reject
the null hypothesis.

Population: The target group under investigation is called population. The population
is the entire set under consideration, Samples are drawn from populations.

Quantitative Research: Empirical research in which the researcher explores
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relationships using numeric data. Survey is generally considered a form of quantitative
research.

Quasi-experiment: Similar to true experiments. Have subjects, treatment, elc., but
uses nonrandomized groups.

Representative Sample: Sample in which the participants closely match the
characteristics of the population, and thus, all segments of the population are represented
in the sample. A representative sample allows results to be generalized from the
sample to the population. -

Research design: It is a blueprint for conducting a study. Tt maximizes control over
factors that could interfere with the validity of the findings and puides the planning
and implementation of a study in a way that is most likely to achicve the intended
goal.

Sample: A sample is a subsel containing the characleristics of a larger population,
Samples are used in statistical testing when population sizes are too large for the test
to include all possible members or observations. A sample should represent the whole
population and not reflect bias toward a specific attribute,

Treatment: The stimulus given to a dependent variable.

Validity: The degree (o which a study accurately reflects or assesses the specific
cm'iccpt that the researcher is attempting to measure. A mcthod can be reliable,
consistently measuring the same thing, but not valid.

Variable: Observable characteristics that vary among individuals.
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Unit 5 O Research Methods : Qualitative

5.1
5.2

5.3
5.4
3.5

5.6

5.9
5.8

5.5

Structure
5.0 Objective

Introduction

Qualitative Research

5.2.2 Qualitative Research VS Quantitative Rescarch

5.2.2.1 Comparison of qualitative and quantitative research terms,
5.2.2.2 Diflerences between Qualitative and Quantitative research
Characteristics of Qualitative Research ;
Five Features of QQualitative Research

Qualitative research designs

5.5.1 Phenomenology

5.5.2 Ethnography

553 Grounded theory

554 Case study

5.5.5 Action Research

55.6 Desipn-based Research

Triangulation and Mixed Methods Research

5.6.1 Principles of Quality Management in the Qualitative Research Process
5.6.2 Models of Process and Theory

5.63  Research Questions in the Research Process

A Typical Qualitative Rescarch Approach

Methods of collecting qualituﬁw data

5.8.1 The interview

5.8.2 Focus groups

5.8.2.1 Characteristics of a focus group

5.8.3 Observation

58.3.1 Techniques for collecting data through observation

584 Document Analysis

58.5 Survey

Handling qualitative research data
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5.10 Qualitative Data Analysis
5.10.1 Content analysis
5.11 Basic Steps In Qualitative Research
5.12 Advantages
5.13 Limitations
5.14 The Relevance of Qualitative Research to Library and Information Science

5.0 Objective

After reading this Unit, you will be able to:
» understand the concept of qualitative research methods and difference from
quantitative research methods;

» comprehend its characteristics and features;

»  know Lhe Lypes of qualitative research design; and

* understand the triangulation and mixed methods research

*  Comprehend a typical qualitative research approach

= Understand methods of collecting qualitative data and Qualitative Data Analysis
= Understand the Relevance of Qualitative Research to LIS

5.1 Introduction

Qualitative research has its roots in logical, rational and philosophical analysis. The
tradition of qualitative research is as old as 'phiiosoph}r itself. Aristotle, Socrates,
Weber, Marx, Durkhiem and Giddens are some of the many thinkers who have shaped
the philosophical foundations of qualitative research. Though it is often described as
an unscicentific rescarch approach, it has led to many scientiflic achievements. In the
last century, the emergence of functionalists led to a great deal of criticism of qualitative
research, and that has tended to create two distinet schools of thought about the
conduct of research: one supporting guantitative research, the other supporting
qualitalive research. LIS is an emerging discipline, and therefore still is in the process
of building a strong research foundation for itself. Library and information science is
becoming increasingly important, simply because of the ever increasing informatization
of society. The advent of information technology (IT) has changed the global horizons
forever and created an enormous change in the way in which people acquire information
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and knowledge. Though libraries arc changing with these times, there will be tremendous
pressure on librarians and information scientists to cater to the needs of pcople and
organizations in a most efflective and efficient way. To do that lakes a befler
understanding of many information phenomena not currently well undersiood, and
qualitative research can play an important role in furthering that understanding. Social
scientist Fidel said that gualitative research is “non controlling, holistic and case
oriented, about processes, open and flexible, diverse in methods, humanistic, inductive
and scientific”, A review ol various qualitative methods would help both rescarchers
and practitioners to develop a broader understanding of the usefulness of these methods
in Qualitative Research: A Broad Area of Inquiry The diversity of what is called
qualitative rescarch, because of its relevance to different disciplines and prolessions,
challenges anyone (o arrive at a succinet definition. Too briel a definition will secem
to exclude one discipline or another. Too broad a definition will seem uselessly global.
In fact, the term qualitative research may be like other terms of the same genre—for
cxample, sociological research, psychological research, ot education research. Within
its own particular discipling or profession, each lerm connoles a large body of research,
cmbracing a variety of highly contrasting methods. Think simply, for instance, of
clinical and experimental psychology. Both form vigorous parts of the same field,
though the methods differ markedly. :

A starting point in trying to understand the collection of information for research
purposes is that there are broadly two approaches: quantitative research and qualitative
research, Early forms of research originated in the natural sciences such as biology,
chemistry, physics, geology ete. and was concerned with investigating things which
we could observe and measure in some way. Such observations and measurcments can
be made objectively and repeated by other researchers. This process is referred to as
“guantitative” research.

Much later, along came researchers working in the social sciences: psychology,
sociology, anthropology ete. They were interested in studying human behayiour and
the social world inhabited by human beings. They found increasing difficulty in trying
to explain human behaviour in simply measurable terms. Measuréments tell us how
often or how many people behave in a certain way but they do not adequately answet
the question “why?”. Research which altempts to increase our understanding of why
things are the way they are in our social world and why people act the ways they do
is “qualitative” research,
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5.2 Qualitative Research

5.2.1 The word research is derived from the Middle French “recherche”, which means
“to go about seeking”,

Qualitative research is a method of inguiry employed in many different academic
disciplines, including in the social sciences and natural sciences, but also in nom.
academic contexts including market rescarch, business, and service demonstrations by
non-profits. U :

Qualitative Research: Development of concepts which help us to understand
social phenomena in natural (vather than experimental) settings, giving due emphasis
to the meanings, experiences and views of the participants.

Qualitative Research describe or answer questions about particular, localized
occurrences or contexts and the perspectives of a participant group toward cvents,
beliefs, or practices. .

Qualitative research is concerned with developing explanations of social
phenomena. That is to say, it aims to help us to understand the world in which we
live and why things are the way they are. It is concerned with the social aspects of
our world and secks to answer questions about:

—  Why people behave the way they do

— How opinions and attitudes are formed

— How people are affected by the events thal go on around them

— How and why cultures have developed in the way they have

— The differences between social groups

3.2.2 Qualitative Research V8 Quantitative Research

3.2.2.1 Comparison of qualitative and quantitative rescarch terms,

Qualitative Research Quantitative Research
Subjective Objective
Holistic Reductionist
Phenomenological Scientific
Anti positivist Positivist
Descriptive Experimental
Naturalistic Contrived
Inductive Deductive
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5.2.2.2 Differences between Qualitative and Quantitative research

Oualitative

 Quantitative

The aim is a detailed description.
Researcher may only know roughly
in advance what he/she is looking
for.

The design emerges as the study
uniolds.

Researcher is the data gathering
instrument.

Data is in the form of words,
piciures or objects.

Subjective -  individuals’
interpretation of events is
important

Qualitative data is more *rich’, time
consuming, and not generalizable,
Researcher tends to become
subjectively immersed in the
subject matter.

@ The aim is to classity features,
count them, and construct
statistical models in an attempt
to explain what is observed.

® Rescarcher knows clearly in
advance what he/she is looking
for.

@ All aspects of the study are
carefully designed before data
is collected.

@ Researcher questionnaires or

equipment to collect numerical
data.

® Data is numerical in nature,
® Objective — seeks measurement

& analysis of target concepts.

@ Quantitative data is more

efficient, able to test hypotheses.

® Researcher tends to remain
separated from the subject
matter,

5.3 Characteristics of Qualitative Research

Data sources are real-world situations

Appropriateness of methods and theories

Varicty of approaches and methods in qualitative research

Data are descriptive

Emphasizes a holistic approach (processes and outcomes)

Data analysis is inductive

Reflexivity of the rescarchers and the research
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*  Perspectives of the participants and their diversity

*  Describes the meaning of research findings from the perspective of the research
participants '

* Reconstructing cases as starting point

*  Construction of reality as basis

= Text as empirical material

5.4 Five Features of Qualitative Research

Instead of trying to arrive at a singular definition of qualitative research, you might
consider five features:

I Studying the meaning of people’s lives, under real-world condilions;
2. Representing (he views and perspectives of the people in a study;

3. Covering the contextual conditions within which people live;
4

Contributing insights into existing or emerging concepls that may help to
explain human social behaviour: and

5. Striving to use multiple sources of evidence rather than relying on a single
source alone.

Starling at the top of the list, qualitative research first involves studying the
meaning of people’s lives, under real-world conditions, Peaple will be performing in
their everyday roles or have cxpressed themselves through their own diaries, journals,
writing, and even photography—entirely independent of any research inquiry. Social
interactions will occur with minimal intrusion by artificial research procedures, and
people will be saying what they want (o say, not, tor example, limited to responding
to a researcher’s pre established questionnaire. Likewise, people will not be inhibited
by the confines of a laboratory or any laboratory-like setting. And they will not be
represented by such statistical averages as the average American family having 3.18
persons (as of 2006)—which at once may represent accurately an entire population
but in fact by definition does not speak to any single, real-life family,

Second, qualitative research differs because of its ability to represent the views
and perspectives of the participants in a study. Capturing their perspectives may be
a major purpose of a qualitative study. Thus, the events and ideas emerging from
qualitative research can represent the meanings given fo real-life events by the people
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who live them, not the values, preconceptions, or meanings held by researchers.

Third, qualitative research covers contextual conditions— the social, institutional,
and environmental conditions within which people’s lives take place. In many ways,
these contextual conditions may strongly influence all human events. However, the
other social scicnce methods (except for history) have difficulty in addressing these
conditions, Experiments, for instance, “control out” these conditions (hence the
artificiality of laboratory experiments). Quasi-experiments admit such conditions but
by design nevertheless focus only on a limited set of “variables,” which may or may
not fully appreciate the contextual conditions. Similarly, surveys are consirained by
the need to manage carefully the degrees of frecdom required to analyze the responses
to a set of survey questions; surveys are therefore limited in the number of questions
devoted to any contextual conditions. History does address contextual conditions, but
- its conventional form studies the “dead past,” not ongoing events as in qualitative
research,

Fourih, qualitative rescarch is not just a diary or chronicle of everyday life, Such
a function would be a rather mundane version of real-world events. On the contrary,
qualitative research is driven by a desire to explain these events, through existing or
emerging concepts. For instance, one exisling concept is Golfman’s (1963) stigma
management. In his original work, stigma management larpely pertained to adaptations
by individual people. However, a contemporary qualitative study applied his typology
and framework to a collective group, thereby offering new insights into how the
Actions of nation-states also might try to overcome (heir own historically stigmatizing
cvents, Similarly, qualitative research can be the occasion for developing new concepts.
The concepts might attempt to explain social processes, such as the schooling of
American students. An illustrative concept offered by a qualitative study is the notion
of subtractive schooling, used 1o provide potentially useful explanations and to form
a platform for new inquirics. In fact, studies devoid of concepts, whether existing or
new, or devoid of any interpretations at all, would resemble diaries or chronicles but
not qualitative research.

Filth, qualitative research strives (o collect, infegrate, and present data from a
variety of sources of evidence as part of any given study, The variely will likely follow
from your having lo study a real-world setting and ils participants. The complexity
of the field setting and the diversily of its participants are likely to warrant the use
of interviews and observations and cven the inspection of documents and artifacts,
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5.5 Qualitative research designs

Six major types of qualitative research design are outlined. They are:

1} phenomenology

2) ethnography

3) grmindcd theory

4) case study

5) design-based Rescarch

6) action Research

Another common research design is the survey. Surveys can be either qualitative
or quantitative in (heir approach to data collection. A description of qualitative surveys
can be found in another Trenl Focus resource pack.

- 5.5.1 Phenomenology

The terminology used by different authors can be very confusing and the use of the
term phenomenalogy is one example. Phenomenology was one of the terms used to
describc qualitative research generally. However, it is also used Moustakas: “to
determine whal an experience means for the persons who have had the experience and
are able to provide a comprehensive description of it. From the individual deseriptions,
general or universal meanings are derived, in other words, the essences of structures
of the experience.”

Phenomenology literally means the study of phenomena. It is a way of describing
something that exists as part of the world in which we live. Phenoniena may be events,
situations, experiences or concepts. We are surrounded by many phenomena, which
we are aware of but not fully understand. Our lack of understanding of these phenomena
may exist because the phenomenon has not been overtly described and explained or
our understanding of the impact it makes may be unclear. Back pain is another
example, Correlation studies may tell us about the lypes of people who cxperience
back pain and the apparent causes. Randomised controlled trials of drugs compare the
effectiveness of one analgesia against another. But what is it actually like to live with
back pain? What are the effects on peoples” lives? What problems does it cause? A
phenomenological study might explore, for example, the effect that back pain has on
sufferers’ relationships with other people by describing the strain it can cause in
marriages or the effect on children of having a disabled parent. Phenomenological
research begins with the acknowledgement that there is a gap in our understanding
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and that clarification or illumination will be of benefit. Phenomenological research
will not necessarily provide definitive explanations but it does raise awarcness and
increases insight.

5.5.2 Ethnography

Lithnography has a background in anthropology. The term means “portrait of a people”
and it is a methodology for descriptive studies of cultures and peoples. The cultural
parameter is that the people under investigation have something in common, Examples
of parameters include:

geographical - a particular region or country
religious

tribal

shared experience

in health care seltings, researchers may choose an cthnographic approach because
the cultural parameter is suspected of affecting the population’s response o care or
treatment. For example, cultural rules about contact between males and females may
contribute to reluctance of women from an Asian subgroup to take up cervical screening.
Ethnography helps health care professionals to develop cultural awarcness and sensitivity
and enhances the provision and quality of care for people from all cultures.

Ethnopraphic studies entail extensive ficldwork by the rescarcher. Data collection
techniques include both [ormal and informal interviewing, often interviewing individuals
on several occasions, and participant observation. Because of this, ethnography is
extremely time consuming as it involves the researcher spending long periods of time
in the field.

Analysis of data adopls an “emic” approach. This means that the rescarcher attempts.
to interpret data from the perspective of the population under study. The results are
expressed as though they were being expressed by the subjects themselves, often using
local language and terminology to deseribe phenomena. For example, a researcher
may explore behaviour which we traditionally in the westernised medical world would
describe as mental illness. However, within the population under study, the behaviour
may not be characterised as illness but as something else - as evidence that the
individual is “blessed” or “gifted™ in some way.

Ethnographic research can be problematic when researchers arc not sufficiently
familiar with the social mores of the people being studied or with their language,
Interpretation from an “etic” perspective - an outsider perspective - may be a
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misinterpretation causing confusion. For this reason, the ethnographic researcher usually
returns to the field to check his interpretations with informants thereby validating the
data belore presenting the findings.

5.5.3 Grounded theory

This methodology originated with Glaser and Strauss and (heir work on the interactions
between health care professionals and dying patients. The main feature is the
development of new theory through the collection and analysis of data about a
phenomenon. It goes beyond phenomenology because the explanations thal emerge
are genuinely new knowlcdge and are used to develop new theories about a phenomenon.
In health care settings, the new theories can be applied enabling us to approach
existing problems in a new way. For example, our approaches to health promotion or
the provision of care. One example of grounded theory with which many of us are
familiar is theory about the grief process, Researchers observed that people who were
bereaved progressed through a series of stages and that each stage was characterised
by certain responses: denial, anger, acceptance and rcsolution. This is not a new
phenomenon, people have going through these stages for as long as society has
existed, but the research formally acknowledged and described the experience. Now
we use our knowledge of the grief process, new knowledge derived from grounded
theory, to understand the experience of bereavement and to help the bereaved to come
to terms with their loss. We recognise when a person is having difficulty coming to
terms with loss because we use the knowledge to recognise signs of “abnormal” grief
and can offer help.

Various data collection techniques are used to develop grounded theory, particularly
interviews and observation although literature review and relevant documentary analysis
make important contributions. A key feature of grounded theory is the simultaneous
collection and analysis of data using a process known as constant comparative analysis,
In this process, data are transcribed and examined for content immediately following
data collection. Ideas which emerge from the analysis are included in data collection
when the researcher next enters the field, For this reason, a researcher collecting data
through semi structured interviews may gradually develop an interview schedule in
the latter stages of a rescarch project which looks very different to the original
schedule used in the first interview.

New theory begins its conception as the researcher recognises new ideas and
themes emerging from what people have said or from events which have been observed.
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Memos form in the researcher’s consciousness as raw data is reviewed. Hypotheses
about the relationship between various ideas or categories are tested out and constructs
formed leading to new concepts or understandings. In this sense the theory is “grounded”
in the data.

As in phenomenology where there are concepts of which we are aware but do nol
fully understand, there are aspects of health care which might be informed by the
development of new theory. One example is spirituality. In any holistic programme
of care health care professionals may talk about the need (0 meel the “spiritual needs”
of patients. However, we understand very little of what this means. At first sight,
spiritual needs might be interpreted as referring to religious beliefs but many people
would say that spiritual needs are more than this. It may be an individual’s sense of
well being, happiness or peace of mind. Grounded theory research could provide
health care professionals with a better framework for providing truly holistic care.

5.5.4 Case study

Like surveys, case study research is one of those research approaches which can take
a gualitative or quantitative stance. In this resource pack, the qualitative approach to
case study is described wherein the value of case study relates to the in depth analysis
ol a single or small number of units. Case study research is used (o describe an entity
that forms a single unit such as a person, an organisation or an institution. Some
research studies describe a series of cases.

Case study research ranges in complexity. The most simple is an illustrative
description of a single event or occurrence. More complex is the analysis of a social
situation over a period of time. The most complex is the extended case study which
traces events involving the same actors over a period of time enabling the analysis
to reflect changes and adjustients. As a rescarch design, the case study claims to offer
a richness and depth of information not usually offcred by other methods. By attempting
to caplure as many variables as possible, case studies can identily how a complex set
of circumstances come tﬂgcthér to produce a particular manifestation, Tt is a highly
versatile research method and employs any and all methods of data collection from
testing to interviewing.

Case study rescarch in health care has a range ol uses. For example, a case study
may be conducted of the development of a new service such as a hospital discharge
liaison scheme jointly run by health and social services in one locality. Another
example of the case study approach would be to describe and analyse organisational
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change in the planning, purchasing or delivery of health services as in Total Purchasin a
pilot projects. One of the most common uses of the case study is the evaluation ol
a particular care approach. For example, an outreach teenage health service set up as
an alternative to general practice based tecnage clinics might be evaluated in terms
of input, impact on the health of teenagers locally and the development of collaborative
links with other groups involved in promoting teenage health.

One of the criticisms aimed al case study research is that the case under study is
not necessarily representative of similar cases and therefore the results of the rescarch
are not generalisable. This is a misunderstanding of the purpose of case study rescarch
which is to describe that particular case in detail. It is particularistic and contextual,
For example, the usefulness of an outreach teenage health service would be determined
by a number of local factors and an evaluation of the service would take those factors
into account. If the service works well it does not autoratically mean that the service
would work equally well in another part of the country but the lack of generalisability
does not lessen the value of the service in the area where it is based. Generalisability
is not normally as issue for the researcher who is involved in studying a specific
situation. It is an issue for the readers who want to know whether the findings can
be applied elsewhere. It is the readers who must decide whether or nol the case being
described is sufficiently representative or similar (o their own local situation.

5.5.5 Action Research

Action-Research is today one of the more promising qualitative research approaches
in Information Sciences and Technologies research,

In essence, it consists of repeatedly poing through the cyele:

Planning => Action => Rellection

We start by making a plan of our action in a crude first approximation, we act
following that plan, and we then reflect on the results obtained. From this reflection,
we correct our previous plan, act in agreement with the new plan, and reflect on the
results we have now obtained. The cycles go on, repeatedly, until we are happy with
the results Action-research corresponds to what John Dewey called the Principle of
Intelligent Action.

5.5.6 Design-based Research

Design-based Research is a rescarch method where knowledge is built in successive
approximations while designing, building, and evaluating an artifact. The artifact may

69



be almost anything: a piece of equipment, a software application, the solution to a
social or technical problem, a theoretical framework, or cven a whole theory.

In essence, it consists of repeatedly going through the cycle:

Awareness of Problem => Suggestion => Develupimmt =>» Evaluation =>
Coneclusion ;

The successive improvements introduced in the artifact as it is pul lo test represent
opportunitics for consolidating the knowledge that emerges from its design and
application.

Common Qualitative Research Design

5.6 Triangulation and Mixed Methods Research

Mixed Methods Research (also called, by some authors, Multiple Method Research

or Multimethod Research) is becoming the third major research approach, along with
quantitative research and qualitative research. Janice Morse (2003) provides the
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following distinctions: Mixed methods design - the incorporation of various qualitative
and guantitative strategies within a single project, that may have either a qualitative
or quantitative theoretical drive. Multimethod design - the use of two or more research
methods, each conducted rigorously and complete in itself, in one project.

The results arc then triangulated to form a complete whole. For multimethod
designs Morse (2003) defines three principles:

Principle 1: identify the theoretical drive (inductive or deductive) of the project.

Principle 2: develop overt awareness of the dominance (QUAN or QUAL, and
simultaneous or sequential) of each project.

Principle 3: observe methodological integrity.

5.0.1 Principles of Quality Management in the Qualitative Research Process

~ A definition of the goals to be reached and the standards of the project 1o be
kept, which should be as clear as possible: all rescarchers and co-workers have
to be integrated in this definition. :

— A dehinition, how these goals and standards, and more generally the quality to
be obtained, can be reached: and therefore, a consensus about the way how to
apply certain methods, perhaps through joint interview training, and its analysis
are preconditions for quality in the research process.

— A clear definition of the responsibilitics for obtaining quality in the research
process.

— The transparency of the judgement and the assessment and quality in the
process

Qualitative Research Design:
| Triangulation
Multiple data e

collection strategies
% ;
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5.6.2 Models of Process and Theory
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5.6.3 Research Questions in the Research Process

Theary I

1. Furmulation of the overall gusstion

2. Formulation of specific research

3, Formulation of sensitiza( concepts

4, Selection of research groupswith which to study the quastion

5, Selection of appropriate dasigns and methods

G, Evaluation and reformutation of the specific reﬁem;:h fuestions

7. Coliection of data

8, Evaluation and refarmulation of the _sgjtaiflc research guestions

9, Analyzing the data

10, Generalization and evaluation of the analyses

1. Farmuiation of the findings
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5.7 A Typical Qualitative Research Approach

Sarg, 8L 20T

»  Research begins with rough Ideas that turn slowly into research questions.
*  The Literature Review gradually builds up knowledge about the research ideas.

* The Design is the plan to be followed in order (o carry out the research. Tt must
include strategics for the sclection of the samples.

« The Data Collection and Organization phase is devoled (o gathering the data
for the research and organizing it, so that it can be properly analyzed. These
are difficult tasks, since the volume of data collected in qualitative research can
be enormous.

* The Analysis includes three concurrent flows of action: Data Reduction, which
focuses, simplifies, and transforms raw data into more manageable forms; Data
Display, which presents the data as organized and compressed assemblies of
information that permil conclusions to be analytically drawn; and Conclusions
& Verification, where the researchers review and finalize all their conclusions
and make sure that they satisly the requircments of validity. -

= Disscmination takes the form of very well written and detailed documents, so
that other researchers can evaluale the analysis and conclusions obtained and
decide if they trust the results and want to use them to feed their own rescarch,

5.8 Methods of collecting qualitative data

Qualitative approaches to data collection usually involve direct interaction with
individuals on a one to one basis or in a group setling. Dala collection methods are
time consuming and conscquently data is collected from smaller numbers of people
than would usually be the case in quantitative approaches such as the questionnaire
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survey, The benefits of using these approaches include richness ol data and deeper
insight into the phenomena under study.

Unlike quantitative data, raw qualitative data cannot be analysed statistically. The
data from qualitative studics often derives from face-to-face interviews, focus groups
or observation and so tends to be time consuming to collect. Samples are usually
smaller than with quantitative studics and are often locally based. Data analysis 15 also
time consuming and consequently expensive.

Some data collection techniques are more relevant in Library and Information
Sciences research; Interview, Focus groups, Observation, Document analysis, Survey

5.8.1 The inferview

Interviews can be highly structured, semi structured or unstructured, Structured
interviews consist of the interviewer asking each respondent the same questions in the
same way. A tightly structured schedule of questions is used, very much like a
questionnaire. The questions may even be phrased in such a way that a limited range
of responses can be elicited. For example: “Do you think that health services in this
arga are excellent, good, average or poor? Bearing in mind the cost of conducting a
series of one (o one interviews, the researcher planning to use structured interviews
should carefully consider the information could be more efficiently collected using
questionnaires.

Semi structured interviews (sometimes referred to as focused inlerviews) involve
a series of open ended questions based on the topic areas the researcher wanls to
cover. The open ended nature of the question defines the topic under investigation but
provides opportunities for both interviewer and interviewee o discuss some Lopics in
more detail, Il the interviewee has difficulty answering a question or provides only
a brief response, the interviewer can use cues or prompls o encourage the interviewee
to consider the question further. In a semi structured interview the interviewer also
has the freedom to probe the interviewee to elaborate on the original response or to
follow a line of inquiry introduced by the interviewee. An example would be:

Interviewer: *1'd like to hear your thoughts on whether changes in government

policy have changed the work of the doctor in general practice. Has
your work changed at all?”

Interviewee: “Absolutely! The workload has increased for a start”

Interviewer: “In whal way has it increased?”

Unsiructured interviews (sometimes referred fo as “depth” or “in depth” interviews
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have very little structure at all. The interviewer goes into the inlerview with the aim
of discussing a limited number of topics, sometimes as few as one or two, and frames
the questions on the basis of the interviewee’s previous response. Although only one
or two lopics are discussed they are covered in great detail, The interview might begin
with the interviewer saying: “I'd like 1o hear your views on the GP role in PCTs".
subsequent questions would depend on how the interviewee responded. Unstructured
interviews are exactly what they sound like - interviews where the interviewer wants
to find out about a speeific topic but has no structure or preconceived plan or expectation
as to how they will deal with the topic. The difference with semi structured interviews
is thal in a semi structurcd interview the intervicwer has a set of broad questions to
ask and may also have some prompis to help the interviewee but the interviewer has
the time and spacc to respond to the interviewees responses.

Qualitative interviews are semi structured or unstructured, 1f the interview schedule
is too tightly structured this may not enable the phenomena under investigation to be
explored in terms of either breadth or depth. Semi structured interviews tend to work
well when the interviewer has already identified a number of aspects he wants to be
sure of addressing. The interviewer can decide in advance what areas to cover but is
open and receptive to unexpected information from the interviewee. This can be
particularly important if a limiled time is available for each interview and the intervicwer
wants to be sure that the “key issues” will be covered.

Qualitative interviews should be fairly informal. Interviewecs should feel as though
they are participating in a conversation or discussion rather than in a formal question
and answer situation. However, achieving this informal style is dependent on careful
planning and on skill in conducting the interview. More information on the skills
required of the interviewer can be found in the Trent Focus Resource Pack Using
Interviews in a Research Project.

Semi structured interviews should not be seen as a soft option requiring little
forcthought. Good quality qualitative interviews are the result of rigorous preparation.
The development of the interview schedule, conducting the interview and analysing.
the interview data all require careful consideration and preparation, These matters are
discussed in the Trent Focus Resource Pack: ‘Using Interviews in a Rescarch Project’.

5.8.2 Focus groups

Sometimes it is preferable to collect information from groups of people rather than
from a series of individuals. Focus groups can be uselul (o obtain certain types of

73




information or when circumstances would make it difficult lo collect information
using other methods to data collection. They have been widely used in the private
seclor over the past foew decades, particularly markel research. They are being increasing
used in the public scetor.

Group interviews can be used when:

Limited resources prevent more than a small number of inlerviews being
undertaken. :

It is possible to identify a number of individuals who share a common factor
and it is desirable to collect the vicws of several people within that population
sub group.

Group interaction among participants has the potential for greater insights to
be developed.

5.8.2.1 Characteristics of a focus group

1;

The recommended size of a group is of 6 — 10 people. Smaller than this limits
the potential on the amount of collective information. More than this makes
it difficult for everyone to patticipate and interact.

Several focus groups should be run in any research project. It would be wrong
to rely on the views of just onc group. The group may be subject to internal
or external factors of which the investipator is unaware. This can lead to
idiosyncratic results. Individual groups may not go very well: the members
may be reluctant to participate or not interact well with each other and limited
insight will be gained. Sufficient groups should be run to provide adequate
breadth and depth of information but a small number of groups may achieve
this, as few as three or four. There is no upper limit on the number of focus
group interviews that could be held although this will be limited by resources.
The members of each focus group should have something in common,
characteristics which are important to the topic of investigation. For example,
they may all be members of the same profession or they may work in the same
teamn. They may all be patients at a practice or have experienced a similar
health problem or be receiving similar treatment. Participants might or might
not know cach other. There are advantages and disadvantages to both,
Following on from (3), focus groups are usually specially convened groups. It
may be necessary or even desirable to use pre formed groups but difficultics
may oceur. This is usually due to the pre existing purpose of the group which
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can lead to the group having a particular perspective or bias which limits their
potential for providing information. For example, pressure groups or groups
with some political basis,

5. Qualitative information is collected which makes use ol participants’ feelings,
perceptions and opinions. Just as in individual interviews data collection and
analysis is time consuming. :

3. Using qualitative approaches requires certain skills. The rescarchers require a
range of skills: groups skills in facilitating and moderating, listening, observing
and analysing.

5.8.3 Observation

Nol all qualitative data collection approaches require direct interaction with people.
It is a technique that can be used when data collected through other means can be of
himited value or is difficult to validate. For example, in interviews parlicipants may
be asked aboul how they behave in certain situations bui there is no guaranlec that
they actually do what they say they do. Observing them in those situations is more
reliable: it is possible to see how they actually behave. Observation can also serve as
a technique for verifying or nullifying information provided in face (o face encounters.

In some research observation of people is not required but observation of the
environment, This can provide valuable background information about the environment
where a research project is being undertaken. For example, an action research project
involving an institution may be enhanced by some description of the physical features
of the building. An ethnographic study of an ethnic population may need information
about how people dress or about their non verbal communication. Tn a health needs
assessment or in a locality survey observations can provide broad descriptions of the
key leatures of the area. For example, whether the area is inner city, urban or rural;
. the geographical location; the size of the population. Tt can describe the key components
of the area: the main industries; type ol housing. The availability of services can be
identilied: number, type and location ol health care facilities such as hospitals and
health centres; leisure facilities; shopping centres.

5.8.3.1 Techniques for collecting data through observation

a. Written descriptions: The tesearcher can record observations of people, a situation
or an environment by making notes of what has been observed. The limitations of this
are similar (o those of trying to write down interview data as it oceurs, First there is
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4 risk that the researcher will miss out on observations because he is wriling about
the last thing he noticed. Secondly, the researcher may find his attention focusing on
a particular cvent or feature because they appear particularly interesting or relevant
and miss things which are cqually or more important but their importance is not
recognised or acknowledged at the tme. :

b. Video recording: This fices the observer from the task of making notes at the
time and allows events o be reviewed time after time. One disadvantage of video
recording is that the actors in the social world may be more conscious of the camera
that they would be of a person and that their behaviour will be affected. They may
even try to avoid being filmed. This problem can be lessened by having the camera
placed in a fixed point rather than carried around, However, this means that only
events in the line of the camera can be recorded limiting the range ol possible
observations.

¢. Photographs and artefacts: Photographs are a good way of collecting observable
data of phenomena which can be captured in a single shot or series of shots. For
example, photographs of buildings, neighbourhoods, dress and appearance. Arlefacts
arc objects which inform us aboul the phenomenon under study because of their
significance to the phenomena. For example, memorabilia in historical regeaich.
Similarly, they may be instruments or tools used by members of a sub group whether
this is a population sub group or a professional or patient group.

d. Documentation: A wide range of wrillen materials can produce qualitative
information. They can be particularly uscful in trying to understand the philosophy
of an organisation as may be required in action rescarch and case studies. They can
include policy documents, mission slatements, annual reports, minutes or meetings,
codes of conduct, ctc. Notice boards can be a valuable source of data. Researchers
who use this method of data collection sometimes develop a reputations as a “lTurker™
because of their tendency to lurk around notice boards! More information about
observation can be found in the Trent Focus Resource Pack How fo use observation
in a research project.

5.8.4 Document Analysis

Document Analysis covers a broad range of techniques devoted to the analysis and
interpretation of the documents used as primary data sources, The term “document”
is understood very broadly, including not just texts, but also sound, photos, videos,
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and any materials that carry relevant messages. Typical varieties of document anal ysis
include:

* Conversational Analysis

* Discourse Analysis

* Narrative Analysis

= Objective Hermeneutics

5.8.5 Survey

In surveys the subjects complete a survey form without the intervention of the researcher.
surveys are particularly useful when the subject population is large (or distributed
geographically), majority opinions are sought, and the subjects are motivaled to respond,
Surveys can include closed and open questions, but the number of open questions
should be reduced to a minimum, Special care must be taken (o minimize the length
of the survey, manage the choice of words and terminology, look after the balance of
its structure, fully plan the strategies for its subsequent analysis, and test-pilot it
thoroughly.

5.9 Handling qualitative research data

Interviewers have a choice of whether to take notes of responses during the interview
or Lo tape record the interview. The latter is preferable for a number of reasons. The
interviewer can concentrate on listening and responding to the interviewee and 15 not
distracted by trying to write down what has been said. The discussion flows because
the interviewer does not have to write down the response (0 one question before
moving on to the next. In nole taking there is an increased risk of interviewer bias
because the interviewer is likely to make notes of the comments which make immediate
sense or are perceived as being directly relevant or particularly interesting. Tape
recording ensures that the whole interview is captured and provides complete data for
analysis so cues that were missed the first time can be recognised when listening to
the recording, Lastly, interviewees may feel inhibited if the interviewer suddenly starts
to scribble: they may wonder why what they have just said was of 'pnrti.:ulsu' interest.

The idcal tape recorder is small, unobtrusive and produces pood quality recording.
An in built microphone makes the participants less sclf-conscious, An auto reverse
facility means that the tape will automatically “turn itself over” if the interview lasts
longer than the recording time available on onc side of the tape: this prevents an
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interruption in the flow of conversalion. A tape recorder with a counter facility can
be uscful when analysing the taped data.

Transcribing qualitative data

Transcribing is the procedure for producing a written version of the interview, It is
a full “seript” of the interview. Transeribing is a lime consuming process. The cstimated
ratio of time required for franscribing interviews is about 3:1. This means that it can
take two and a hall hours or more to transcribe a thirty minute interview. It also
produces a lot of written text as one interv icw can run to up to 20 pages.

Tt may not be essential to transcribe every interview. Itis possible to use a technique
known as tape analysis which means taking notes from a playback of the tape recorded
interview. If tape analysis is used the counter facility can be useful becausc the
researcher can listen to the tape and make a note of the sections which contain
particularly useful information and key quotations and return to these sections of the
tape for fuller analysis. However, the previously mentioned problems of bias can
occur il incxpericnced qualitative rescarchers attempl tape analysis. 1t is certainly
preferable to produce full transeripts of the first few interview data. Onee the rescarcher
becomes familiar with the key messages emerging from the data tape analysis may
be possible. :

The researcher should consider the question “who should do the transcribing? If
the research is funded or supported by an employer there may be résources (o pay an
audio Lypist. This is usually more cost effective-than a health care professional who
will take longer and is more highly paid. However, if the transcriber is unfamiliar with
the terminology or language contained in the interviews this can lead to mistakes or
prolong the transcribing time.

Another procédure sometimes adopted when interviews arc used in qualitative
research is constant comparative analysis. This is a process whereby data collection
and data analysis occur on an ongoing basis. The researcher conducts the [irst interview
which may be unstructured or semi structured. The interview is transcribed and
analysed as soon as possible, certainly hefore the next interview takes place, and any
interesting findings are incorporated into the next interview. The process is repeated
with each interview. When using this procedure it is quite possible that the in_i_tia]
interviews in a rescarch projects are very different to the later interviews as the
interview schedule has been continuously informed and revised by informants.
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5.10 Qualitative Data Analysis

Qualitative data analysis involves summarizing data and presenting the results in a
way that communicate the most important features. As quantitative research we are
interested to discover the big picture in qualitative rxsearch as well, but by using
different techniques. We start labeling or coding every item of information to recognize
dilferences and similaritics between all different items. It needs a method of identilying
and coding items of data which appear in the text of transeript. All the items of data
from one interview should be compared with other interviews. Same procedures are
used for qualitative data collected through interviews, FGDs, observation and
documentary analysis.

It involves the following processes:

«  Coding data

»  Finding Patterns

= Labeling Themes

»  Developing Catcgory Systems

+  Looking for emergent patterns in the data

5.10.1 Content analysis

a. Procedure for categorization of verbal or behavioral data

b. It involves coding and classifying data

¢. Analysis done at two levels:

»  Basic or manifest level: descriptive — what was actually said

» Higher or interpretative level: what was meant by response — also called latent
level of analysis

Content analysis involves the following steps:

1. Read the transcript and make brief nole of interesting or relevant information

2. Make a list of the different type of information from the notes

3. Categorization of the listed items

4. Tdentify the calegories that are some how lifiked to each other (major categorics
or themes)

5. Compare and contrast various calegories

5. Repeat the process from stage 1-5 on next transcripts

- Tdentify new catcgories of information
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- Accommodale data in the existing categorics

- Color code different categories and review

7. Collect together all the extracts from the transeribed interviews that you have
put into one calegory ;

8. Review dillerent categories and move items if required [rom one calegory to
another

9. Review and check il (wo or more categories can fit together

10. Check the initial notes, consider if any previously excluded data is rclevant and
should be included in results

5.11 Basic Steps In Qualitative Research

= Write a tentative research proposal

= Intensive participation in a ficld setling

*  Collect detailed data from field activities

= Synthesize and interpret the meanings of the field data
= Write the rescarch report

5.12 Advantages

= Greater data accuracy than direct questioning, in natural settings people behave
naturally;

* Problems of refusal, nol al home, false response, non-cooperation ele. are
absent; - '
=  No recall error:

5.13 Limitations

«  Timc consuming, — ton many things to observe,
»  May not be represcntative,

«  Difficulty in determining root cause of the behavior
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5.14 The Relevance of Qualitative Research to Library and
Information Science ;

Among researchers who employed qualitative methods, only a few adopted the
methodological approach. Almost all projects focused on the user’s perceptions looked
at processes, collected qualitative data and used more than one method. The three
interrelated factors brought qualitative methods to the attention of LIS researchers:

a. the failure of quantitative methods to produce what is expected of them

b. the move toward a user-centred approach and

¢. the growing interest in qualitative methods

A uscr centered approach implies that information related phenomena are studies
from the user perspective that system design and evaluation are centered on the user
not the system, This means that each user is unique, operating within a certain context
and affected by situational conditions.

The growing interest in qualitative method in social sciences has also influenced
researchers in LIS. LIS should join the move away from the positivism typical of
conlemporary social sciences because it cannot satisty requirements that are essential
to the LIS research, namely, holistic, reflective, empirical and dialectic.

Although it is a social scicnee, and an interdisciplinary one. LIS need to develop
its own qualitative methods and procedures. Tt would be useful if researcher describes
not only the findings but also their methodological path, challenges, retreats, and
successes. With such description, LIS can inductively develop a methodological
framework and set of procedures adequate for its own research.
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Sample Questions

Distinguish between Qualitative and quantitative research.
Define Qualitative research.

Mention the characteristics of Qualitative Research.
Describe the features of Qualitative Research.

Enumerate the different kinds ol qualitative research design,
What is Triangulation and Mixed Methods Research?

e
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Do

State principles of quality management in the Qualitative Research Process.
State Models of research Process of qualitative research.
How do you proceed rescarch through Qualitative Research Process?

. Explain a typical qualitative research approach.

. Explain the methods of collecting gualitative data.

. What is the characteristics of focus group?

. Mention and describe the Techniques for collecting data through observation.
. What processcs are involved in Qualitative Data Analysis?

. Which steps arc involved in Content analysis?

. Describe the relevance of Qualitative Research to Library and Information

Scietice.
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Unit 6 [ Problems, Hypothesis / Research

Structure

6.1 Defining the rescarch problem
6.1.1 Components of a research problem
6.1.2 Selection of research problem
6.2 Delimitation of the problem
6.2.1 Stepts involved in Delimiting the problem
6.3 Exercise
6.4 Summary
6.5 References

6.1 Defining the research problem

In scientific inquiry, the first and foremost step is that of selecting and defining
a rescarch problem. A researcher must find the problem and formulate it so that it
becomes susceptible to research,

A research problem refers to some difficulty which a researcher experiences in
the context of either a theoretical or practical situation and wants to obtain a solution
for the same. A rescarch problem does exist if the following conditions are met with :

(i) There must be an individual to whom the problem can be attributed, The
individual or the organisation, as the case may be, occupies an environment which
is defined by uncontrolled variables.

(ii) There must be at two courses of action, A course of action is defined by one
or more values of the controlled variables.

(iii) There must be atleast two possible outcomes from two courses of action
of which one should be preferable to the other, Otherwise it means there must be
atleast one outcome that the researcher wants, i.e., an objective.

(iv) The courses of action available must provide some chance of obtaining the
objective, but they can not provide the same chance, otherwise the choice would not
mattet.
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An individual or a group of persons can be said to have a problem which can
be fechnically described as a research problem, if they (individual or group), having
one or more desired outcomes, are confronted with two or more courses ol action that
have some but not equal efficiency for the desired ohjective (s) and are in doubt about
which course of action is best.

6.1.1 Components of a rescarch problem

The formulation of a research problem is vital in research process in order to
obtain a suitable solution. The selection and formulation of a research problem is
based on the following components identified by the researcher,

(i) There must be an individual or a group which has some difficulty or the
problem.

(ii) There must be some objective(s) to be altained at. If one wants nothing, one
cannot have a problem.

(iit) There must be alternative means for obtaining the objective(s) one wants
to achieve. This means that there msul be least two means available to a researcher
for if he has no choice of means, he cannot have a problem,

(iv) There must remain some doubt in the mind of researcher with regard (o the
selection of alternatives, This means that research must answer the question concerning
the relative efficiency of the possible alternatives.

(v) There must be some environments to which the difficulty pertains.

Thus, 4 research problem is one which requires a researcher (o find out the best
solution for the given problem, i.e. to find out by which course of action the objective
can be altained oplimally in the context of a given cnvironment.

6.1.2 Selection of research problem

The rescarch problem undertaken for study must be carefully selected. The
problem is selected by careful and extensive reading of appropriate rescarch reports,
articules in periodicals covering related arcas or other literature, A research guide may
help in choosing a research problem: A problem must spring from the researcher’s
mind. However, the following points may be observed in selecting a rescarch problem
or a subject for research or investigation :

(i) Subject which is overdone should not be normally choosen, for it will be a
difficult task to throw any new light in such case.
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(1) Controversial subject should not the choice as research problem.
(iii) Too narrow or too vague problems should be avoided.

(iv) The subject selected for investigation should be familiar and feasible so that
the related material or sources of research are within one’s reach. A researcher may
contact subject experts who are engaged in research work. He may discuss with others
engaged in researches in the subject,

(v} The importance of the subject, the qualifications and training of a researcher,
the costs involved, the (ime factor are few other criteria that must also be considered
in sclecting a problem.

(vi) The selection of the problem must be preceded by a preliminary study.
This preliminary study is undertaken o justify the problem for conducting research
wark.

(vii) The problem so selected for rescarch should be interesting to the rescarcher
himself. If he is not interested in i, he will not be able to face and overcome the
hurdles which may come at every step in research.

Goods and Hatt have given the lollowing criteria for the selection of a research
problem : (a) researcher’s interest, intellectual curiosity and drive ; (b) practicability
and implementation worthiness ; (¢) urgency of the problem ; (d) anlicipatiun of
expected outcomes and their importance for the [ield represented ; and (c) resources,
training and personal qualification of the rescarcher, availability of speical equipment,
it any, data, method and sponsorship and linally administrators cooperation,

Thus, from the above mientined points it is clear that the selection of the research
problem [or a scientific inquiry is a key element in the research process.

6.2 Delimitation of the problem

Defining a research problem properly and clearly is a crucial part of a research
study and must in no case be done hurricdly. However, in practice this is frequently
overlooked which causes a lot of problems later on. Hence, the research problem is
defined in a systematic manner by giving due weightage to all relating points discussed
above. Dalimitation of a research problem determine the limits or boundaries of the
research project undertaken. It will mention the geographical fimits of the study. By
limiting the boundaries of a research problem, the research will be on the track and
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it will help to discriminate relevant data from the irrelevant ones. The technigue for
the purpose involves the undertaking of the following steps generally one after another
in doing a worthwhile research with an appropriate research design and carry it out
meaninglully to its logical conclusion.

6.2.1 Stepts involved in Delimiting the problem

Thes step by step decisions in delimiting a problem are the following :

(i) Statement of the problem in a general way : First of all the problem must
be stated in a broad general way, keeping in view cither some practical concern or
some scientific or inlellectual interest. For this purpose, the researcher must immerse
himself thoroughly in the subject matter concerned and if necessary a preliminary
survery be made, The problem stated in a broad general way may contain various
ambiguities which must be resolved by thinking again and again. At the same time
the feasibility of a particular solution has Lo be considered and the same should be
kept in view while stating the problem.

(i) Understanding the nature of the problem : The next step in defining the
problem is to understand its origin and nature clearly. The best way of understanding
the problem is to discuss it with those who first raised it and what are ils objectives,
For a better understanding of the nature of the problem involved, the researcher can
have discussion with those who have a sound knowledge of the problem concerned
or similar other problems. The researcher should also know the environment within
which the problem is to be studied and understood.

(ii1) Surveying the available literature : All available literature relating to the
problem concerned must necessarily be surveyed and examined before a definition of
the research problem is given. This means that the researcher must be well acquianted
with the relevant theories in the subject field, reports and records, and also other
relevant sources. The researcher must give due weightage to the rescarches already
done on related studies and make a review of it. This is done to find out what data
and other materials, il any, are available for operational purposes. Knowing what data
are available often serves to narrow the problem itself as well as the technique that
might be used. This may help the researcher to know if there are certain gaps in the
theories, or whether the existing theories applicable to the problem under study are
inconsistent with cach other, or whether the findings of the different studics do not
follow a pattern consisient with the theoretical expectations and so on. At limes
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such studies may also suggest useful and even new lines of approach to the present
problem.

(iv) Developing the ideas through discussions @ A rescarcher may get useful
information by disusing the subject with his colleagues or other persons having
enough experience in the same area or similar problems. This is quite often known
as an ‘experience survey’. People with rich experience can enlighten and can give
advice the rescarcher on different aspects for his proposed study. They help the
researcher to sharpen his focus of atlention on specific aspects within the licld.

(v) Rephrasing the research problem : Finally, the researcher must rephrase
the research problem inte a working proposition, Once the nature of the problem has
been clearly understood, the environment has been defined, discussions over the
problem have taken place and the available literature have been surveyed and examined,
rephrasing the problem into analytical or operational terms is not a difficult task. By
rephrasing the research problem at hand, it may hbecome operationally viable and may
help in the development of working hypothesis.

Tn addition to what has been staled above, the following peints must also be
observed while defining a problem :

(a) Technical terms or words or phrases, with special meanings used in the
statement ol the problem, should be clearly delined.

(b) Basic assumptions or postulates (if any) relating to the research problem
should be clearly stated.

(c) A straight forward statement of the value of the investigation, ':.c_. the criteria
for the selection of the problem should be provided.

(d) The suitability of the time period and the sources of data available must also
be considered by the researcher in defining the problem.

(e) The scope of the investigation or the limits within which the problem is to
be studied must be mentioned explicitly in defining a rescarch problem.

Thus, a research problem very often, follows a sequential pattern - the problem
is staied in a general way, the ambignitics arc resolved, thinking and rethinking
process resulls in a more specific formulation of the problem so that it may be a
realistic one in terms of the available data and resources and is also analytically
meaningful. All this results *in a well defined research problem that is not only
meaningful from an operational point of view, but is equally capable of paving the
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way for the development of a working hypothesis and for means of solving the
problem itself.

6.3 Exercise

i ey

Define hypothesis and indicate its difference with the theory.
What are the components of a research problem 7
How a research problem is delimited ?

Discuss the method of testing the hypothesis.

6.4 Summary

Hypothesis is an important component in a research problem. A research problem
is defined in the light of the hypothesis. A defined hypothesis must be tested to validity
ol facts or information. Thus hypothesis plays an important role in formulation of a
rescarch problem,
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Unit 7 @ Literature Review

Structure
7.0 Objectives

7.1  Introduction

7.2 Meaning and definitions of hypothesis
7.3 Defining the research problem

7.4 Delimitation of the problem

7.5 Exercise

7.6 Summary

7.7 References

7.0 Objectives

This unit will give you an understanting of the following aspects :
—  defining the problem ;

~~ meaning and definition of the hypothesis ;

—  difference between hypothesis and theory ;,

— technique involved in delimiling (he problem ;

—  testing the hypothesis ; - .

7.1 Introduction

Hypothesis is usually considered as an important instrument in research. It is
a formal affirmative statement predicting a single research outcome, a tentative
explanation of the relationship between two or more variables. It is an assumption
based statement of a proposition or a guess which the researcher proves through his
study. J. 8. Mill pointed out that a scientilic hypothesis is “of such a nalure as to be
either proved or disproved by comparison with observed facts.”

The researcher or the investigator cannot enter the field with a blank mind.
Normally, the researcher begins the task of investigation with some ideas about the
subject matter vaguely formulated. Then the searcher proceeds to find out whether
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the ideas conceived by him are totally correct or partially correct or totally false.
But these ideas may be useful in understanding the problem. These preliminary ideas
which guide the investigator in his study may be termed as hypothesis.

The important functions that hypothesis serve in scientific inquiry are the
development of theory and the statements of parts of an existing theory in testable
form. A hypothesis is formulated in such a way that this hunch can be tested. A
hypothesis is derived from a theory, from past expericnce, observations, or information
gained from others. For the purpose of testing the hypothesis, the variables must be
defined and the researcher specilies what operations are to be conducted or tests used
to measure each variable. Then, the hypothesis focuses the investigation on a definite

target and determines what observations, or measurcs, are to be used,

7.2 Meaning and definitions of hypothesis

Hypothesis is defined by various scientists in their own ways. The term hypothesis
has two parts : hypo means ‘less than’ and thesis means a proposition to be proved.
Thus ‘hypothesis’ is less than generally held view’.

P. V. Young defines hypothesis as *a provisional central idea which becomes the
basis for fruitful investigation, is known as working hypothesis.’

According to J. 8. Mill, ‘a hypothesis is only an unproved supposition, a weak
form of proof.’

Goode and Hatt defines hypothesis in a more elaborate way, “A hypothesis states
what we are looking for. It is a proposition which can be put to a test to detetmine
its validity. It may prove to be correct or incorrect.”

Barr and Scaties states, “a hypothesis is a statement temporarily accepted as
tru..., when the hypothesis is fully established, it may take the form of facts, principles
or theorics.”

From the above definitions it is clear that a hypothesis is nothing but a series
of assumptions, presumptions made on the basis of probablitics and profound hunches.
In other sense, hypothesis a tentative generalisations and a statcment temporarily
accepled as true, the validity of which remains to be tested. It is a statment in research
which the study or nvestigation may prove or disprove.

93




7.2.1 Hypothesis and theory

Iypothesis and theory are closely related to each other. In a scientific inquiry,
a hypothesis is formulated as a tentative supposition or guess. But when a hypothesis
is tested and validated and found to be true, it forms a theory. In other words, if a
hypothesis is tested and established through the process of deductions and further, if
the conclusions thus reached and found true, for further testing over a number of
investigations, it becomes a true, This theory when it works satifactorily is gencrally
accepted and acts as an instrument for further explanation till it is disproved or rejected.

Hypothesis is not the same as theory though they are closely related. According
to W. 1. George, “in practice a theory is an elaborate hypothesis which deals with
morc type of facts than does the simple hypothesis...”. The hypothesis 15 drawn from
the theory but the visc-versa is not true, When the hypothesis is put to test and found
correct, it becomes a part of the theory.

Goode and Halt explain, “the formulation of the deduction, however, constitutes
a hypothesis, if verified, it becomes part of a future theoretical ....” The early stages
of a theory is a hypothesis. The distinction between a theory and a hypothesis is one
of degree, rather than of kind, Thus the relationship between the two is very close indeed,

7.2.2 Testing the Hypothesis

The function of the hypothesis is to state a specific relationship between
phenomena in such a way that this relationship can be empirically tested. That is, the
hypothesis must be empirically demonstrated as either probable and not probable. The
basic method of this demonstration is to design the rescarch so that logic will require
the acceptance or rejection of the hypothesis, on the basis of resulting data. This
requires control of the observation in order to eliminale other possible relationships.
A basic aspect of research design, therefore, is sctting up the research so as to allow
logical conclusions to be drawn.

The basic design of logical proof werc formulated by John Stuart Mill and is
considercd as the foundation of cxperimental procedure, although many refinements
have been made, He cxplained two methods of arriving at logical conclusion Lo test
the hypothesis :

(a) Method of agreement | and

(b) the Negative canon of agreement.
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Method of agrecement may be stated as, when two or more Cases a given
phenomena have one and only one condition in common, then that condition may be
regarded as the cause (or elTect) of the phenomenon. More simply, il we can make
observation ‘7' in every case that we find condition "C’, we can conclude that they
are causally related.

Elements of situation X

A B C —— Produee: ——o 7
Elements of situation Y
C D E —— - Produee: ——— 77

From the above figure, if it is known that all the conditions in the two situa lons,
X and Y, are described and designated by A, B, C. D and E and furiher if it is known
both sets of conditions result in observation *Z’, then it must be concluded that C and
Z arc related as cause and effect,

The negative canon of agrecment is as follows : When lack of eeriain phenomena
arc always or nearly always found along with lack of certain other phenomena, we
may conclude that there is a causal relationship between them.

To test a hypothesis using a set of data, a sample sclected at random is subjected
to a detailed analysis, for it may not be possible to evaluate the universe as a whole.
The result obtained from the observed data is then compared with the expected one
if the hypothesis is true. The difference in sample result and the expeclation, the doubt
of validity of the original hypothesis is noticed. At some level of doubl, the hypothesis
may be rejected and this level of doubl may be expressed as a probablity. Thus, on
the basis of probablity cstimates, a hypothesis may be rejected or accepted after it has
been fested.

Hypothesis testing helps to decide on the basis of a sample data, whether a
hypothesis about the population under investigation is likely to be true or [alse.
Several statistical tools are used to test the hypothesis which are classified as :

{(a) Parametric tests or standard tests of hypothesis ; and

(b) Non-parametric tests or disiribution-free test of hypothesis.

Parametric tests usually assume eertain propertics of the patent population from
which we draw samples. Statistical methods used for testing hypothesis which are
called non-parametric tests because such tests do not depend on any assumption about
the parameters of the parent population. ;
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Literature review is an important step in any research process. Any scholarly
communication is incomplete rather erroncous without literature review. Literature
review surveys scholarly articles, books and other sources (e.2. dissertations, conference
proceedings) relevant to a particular issue, area of research, or theory, providing a
description, summary and critical evaluation of each work. The purpose is to offer an
overview of significant literature published on a topic,

Besides enlarging knowledge about the topic, writing a literature review let to gain
and demonstrate skills in (wo areas-

a. Information Seeking: the ability to scan the literature efficiently, using
manual or computerized methods, to identify a set of useful articles and books

b, Critical Appraisal: the ability to apply principles of analysis lo identify
unbiased and valid studies.

A literature review must do these things-

® be organized around and related directly to the thesis or research question
e synthesize results into a summary of what is and is not known

e identify arcas of controversy in the litcrature

s formulate questions that need further rescarch

According to Caulley (1992j of La Trobe University, the literature review should:
e compare and contrast different authors’ views on an issue

» group authors who draw similar conclusions

e criticise aspects of methodology

e note areas in which authors arc in disagreement

& highlight exemplary studies

e highlight gaps in research

e show how the present study relates lo previous studies

e show how the present study relates to the literature in general

e conclude by summarising what the literaturc says

In assessing each piece, consideration should be given to:

4. Provenance—What arc the author’s credentials? Are the author’s arguments
supported by evidence (e.g. primary historical material, case studies, narratives,
statistics, recent scientific findings)?
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b. Objectivity-—Is the author’s perspective even-handed or prejudicial? Is contrary
data considered or is certain pertinent information ignored to prove the author’s
point? .

¢. Persuasiveness—Which of the author’s theses are most/least convincing?

d. Value—Are the author’s arguments and conciusions convincing? Docs the

work ultimately contribute in any significant way to an understanding of the
subject?

Oirganizing the body in Literature Review

Once researchers have the basic categories in place, they must consider present sources
within the body of the paper. Create an organizational method to focus this section
even further. To come up with an overall organizational framework for the review,
consider the following scenario and then three typical ways of organizing the sources
im{; a review:

e  Chronological review-

It follows the chronological method, one can write about the materials above
according to when they were published,

‘@ By publication-

Order the sources by publication chronology, then, only if the order ﬂemﬂnstrafcs_
a more important {rend.

e By trend-

A better way to organize the above sources chronologically is to examine the
sources under another trend, such as the history of topic.

@ _ Thematic-

Thematic reviews of lilerature are organized around a topic or issue, rather than
the progression of time. However, progression of time may still be an important factor
in a thematic review.

But more authentic thematic reviews tend to break away from chronological order.
For instance, a thematic review of material on the topic might examine how they ate
portrayed as evolutionary development. The subsections might include how they are
personified, how their proportions are cxaggeraled, and their principles. A review
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organized in this manner would shilt between time periods within each section according
to the point made.

e  Methodological-

A methodological approach differs from the two above in that the focusing factor
usually does nol have to do with the content of the material. Instead, it focuses on
the “methods” of the researcher or wriler. A methodological scope will influence
either the types of documents in the review or the way in which these documents are
discussed.

Sometimes though, the researcher might need to add additional sections that are
necessary for his/her study, but do not fit in the organizational strategy of the body.
Whatever it is necessary to focus-

Current Situation: Information nccessary to understand the topic or focus of the
literature review.

History: The chronological progression of the field, the literature, or an idea that
is necessary o understand the literature review, il the body of the literature review
is not already a chronology.

Methods and/or Standards: The criteria used to select the sources in his/her litcrature
review or the way in which information is presented. For instance, they might explain
that his/her review includes only peer-reviewed articles and journals.

Examples of Literature Review

Example-1 }

Define Topic: Statistical validity of h-index

Literature Review: Concerning the first stream of research, Glanzel (2006)
analyzed the basic mathematical properties of the h index thanks to the
adoption of the Paretian distribution for the citation count, stressing the
strength of such index when the available set of papers is small (that is the
case for young researchers mainly). Iglesias and Pecharroman (2007) proposcd
to use a simple multiplicative correction to the h index able to take into
account the differences among rescarchers coming from different science
citation index (SCT) fields and thus allowing a fair and sustainable comparison.
Tndeed these authors offer a table with such normalizing factors according
to specific distributional assumptions of the citation counts (power law or
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siretched exponential model). Burrell (2007) made a step ahead since he
proposed to employ a stochastic model for an author’s production/citation
patterns. In that framework it is possible to consider different situations
according to the level of production and citation or the length of a researcher’s
career. Beirlant and Einmahl (2010) and Pratelli et al. (2012). Beirlant and
Einmahl (2010) demonstrated the asymptotic normality of the empirical h
index for the Pareto-type and Weibull-type distribution families, allowing the
construction of asymptotic confidence intervals of each author and evaluating
the statistical significance of the difference between two authors with the
same academic profile (in terms of career length and SCI field). Very recently
Pratelli et al. (2012) investigated, in a full statistical perspective, the
distributional propertics of the h index and the large sample expressions of
its relative mean and variance, in a discrete distributional context.

Annotated Bibliography:

Beirlant, J. & Einmahl, J.H.J. (2010). Asymptotics for the Hirsch index,
Scandinavian Journal of Statistics, 37, 355-364.

Burrell, Q.L. (2007). Hirsch’s h-index: A stochastic model. Journal of
Informetrics, 1, 16-235, -

Glanzel, W, (2006) On the h-index—A mathematical approach to a new
measure of publication activity and cilation impact. Scientometrics, 67, 315-
321

Iglesias, 1E. & Pecharroman C. (2007). Scaling the h-index for different
scientific ISI fields. Scientometrics, 73, 303-320.
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analysis of the Hirsch index.Scandinavian Journal of Statistics, 39, 681-694.

Example-2:
Define Topic: Developing a Holistic Model for Digital Library Evaluation
Literature Review: Few studies report their DL evaluation at this level.
Essentially, critcria  are employed to assess four types of digital content:

digital object, metadata, information, and collection. Among these four types,
digital objects seem to be the unique type to DLs and, hence, be evaluated
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under DL specific criteria, such as fidelity (Kenney, Sharpe, & Berger,1998)
and suitability to original artifact (Goodrum, 2001;Jones & Paynter, 2002).
The remaining three types have been evaluated with conventional criteria,
including accuracy,

clarity, cost, ease of understanding, informativeness, readability, timeliness,
and usefulness. Additionally, scalabilityfor user communitics (Kengeri, Seals,
Reddy, Harley &Fox, 1999; Kenney el al,, 1998; Larsen, 2000) tackles a
crueial issue in DL innovation, which involves more diverse user communities
with various backgrounds and changing needs. Digital technology evaluation
has two foci: hardware and software. The latter uses primarily conventional
relevance based elfecliveness measures, while several studies adapt them to
fit into digital and hypermediated circumstances (Hee, Yoon &Kim, 1999;
Salampasis & Diamantaras, 2002). As for hardware evaluation, display quality
and robustness for digital information are frequently used to evaluate electronic
and communication devices. Meanwhile, reliability, cost, and responsc time
are used for both hardware and sofiware evaluations. Interface is the most
heavily evaluated DL level. Moreover, compared with the other five DL
levels, interface evaluations lend to have more ready-lo-use frameworks and
criteria checklists, such as Wesson's (2002) multiple view, Nielson’s (1993)
five measures and 10 principles, Dillon's (1999) TIME framework, and Mead

“and Gay’'s (1995) evaluation

tool. Nevertheless, only Nielsen’s (1993 ) usability test attributes (learnability,
elliciency, memorability, errors, and satisfaction) receive wide adoptions (e.g.,
Prown 1999; Peng, Ramaiah, & Foo, 2004).

Annotated Bibliopraphy:
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supporting similarity retrieval, Tn T.J.M. Bench-Capon, G. Soda,&A.M.
Tjoa(Eds.), Proceedings of the Tenth InternationalWorkshop on Database and
Expert System Applications (pp. 884-888). NewYork: Springer.
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8.1 Objectives

The objective of this unil is to aware researchers about the sources of relevant lata
including tools and technigues required for oblaining the data. This unit will deal with
the most frequently used data collection techniques such as observation, interview,
questionnaire, case study,schedule cte. These methods for pathering data arc most
commonly, but not exclusively used in research. These can be otherwise called
instruments but not research methodologies and more than one techniques can be used
for the purpose of research.

8.1.1 Introduction

Data can be considered as small cells of an organism with which research question or
argument is constructed, It is data which sustain the progress of a research, function
as evidence to validate what is proposed or stated by the researchers, and bring about
the realisation of the final result. Data may be primary or secondary.

Primary data ave first-hand data being produced hy the patticipants in or witnessed
of an event or a phenomenon. Sometimes primary data are called hands-on data, data
one gets by one’s own personal efforts through exp::.nmenta laboratory investigations
or field work,

Sccondary data are produced through making use of primary data; that is, secondary
data arc based on or derived from primary data. Secondary sources may be used for
back ground study,for peripheral or fringe information.

Data collection usually involves measuring some research phenomenon, whether it
is a process, an object, or a human subject’s behaviour. The objects of measurement
will differ, of course, from one research projects to another, depending upon the purpose
of the inquiry and the availability of suitable instruments. Physical scientists use some
kinds of devices e.g. thermometers, barometers, Geiger counters electron MICroscopes,
yard sticks and rulers. The instruments or tools used by behavioural or social scientists
include such as tools as questionnaires, written or oral tests, checklists, attitude scales,
and similar other indexes, Thus experiments in case ol 5c:::nt1l"m research, mtcrwawa
and questionnaires for social or behavioural sciences research are generators of primary
data. Data gathering methods used in case studies arc primarily based on direct
observation; both participant and nonparticipant obscrvation can be used.
When necessary, these methods are supplemented by structured techniques such as
interviews and questionnaires. It can be concluded thatinterviews and questionnaires
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are powerful tools for generating primary data about the current status of events or
phenomena.

Data collection represents the key point of any research project. Some of the
methods of data collection such as interviewing and gquestionnaires, are probably more
popular. Some methods entail a rather structured approach to data collection—that is,
the researcher establishes in advance the broad contours of what he or she needs io
find out about and designs research instruments to implement what needs to be known.
The guestionnaire

is an example of such an instrument; the researcher establishes what he or she
needs (o know lo answer the research questions that drive the project and designs
questions in the questionnaire that will allow data to be cellected lo answer those
research questions. Similarly, something like a structured interview—the kind of
interview used in survey investigations—includes a host of questions designed for
exactly the same purpose. There is a difference between rescarch questions and the
kinds of questions, thatare posed in questionnaires and interviews. They are yery
different: a research question is a guestion designed to indicate what the purpose of
an investigation is; a questionnaire question is one of many questions that are posed
in a questionnaire that will help to shed light on and answer one or more research
questions.

There are methodsofl data collection that are less structured or, to put itanother way,
that are more unstructured. Research methods will be encountered thatemphasize a
more open-ended view of the research process,so that there is less restriction on the
kinds of things that can be found out about. Research methods suchas participant
observation and semi-structured interviewingare used so that the rescarcher can keep
more of an open mind about the contours of what he or she needsto know about, so
that concepts and theories can emerge oul of the data. This is the inductive approach
to theorizingand conceptualization that was referred to above.

Techniques for collecting data can be classificd as follows:

8.2 Observation

One of the most widely used data collection technique as well as tool in rescarch is
ohservation. Tt is the process of acquiring knowledge and information through senses.
Observation simply means to ‘sec’ a situation or a phenomenon. The term observation
may be defined as, the object or subject of an investigation is being subjected to over
on the basis of usual surveillance and that the information obtained will then be
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related to more general propositions or theories. Observation becomes a scientific tool
and the method of data collection when it serves a formulated research purpose which
is systematically planned and recorded and is subjected to checks and controls on
validity and reliability. According to this technique the information is sought by way
of investigator’s own direct observation without asking from the respondents. This
method is particularly suitable in studies which deal with subjects who are not capable
of giving verbal reports of their feelings for one reason or the other.It is widely used
in descriptive survey method.

Gathering information or data through observation of social behaviour is an ancient
practice. Stories of ancient kings who in disguise would stroll in the streets to observe
and thereby know how their subjects lived and what opinions they held about their
king and his rule were very popular.

Observation is the process by which a researcher or a team of researchers observes
what is going on in some real life situation, and collects relevant or needed data(i.e.,
by recording pertinent happenings) according to some plan formulated to meet the
need of the rescarch undertaken. A researcher while he conducts his study observes
numerous things around him bul takes into account only those that are relevant for his
study. It is the technique used for collecting facts through the use of scnsory organs
like ears, eyes and nose. Along with sensation concentration for obscrving things is
also required. Attention is thus an important component of observation. Facts are
recognised in observation only relationship are drawn (rom previous experience and
knowledge. This is known as perception.Three components of observation are:

e Scnsation
w  Attention
e Perception

Observational methods have been employed in natural history-a field that owes
much to the scientists who observed, recorded and classified what they saw. Much of
social science research, particularly educational research, take recourse to the
observational technique. Tt is used to evaluate the overt behaviour of individuals in
controlled and uncontrolled situation.

The direct surveillance of dimensions of a phenomenon that is o be measured or
cvaluated. This close perception of a phenomenon facilitates a detailed and exact
explanation of how the phenomenon behaves under known conditions. An example of
observation is watching students use the library online public access catalogue to
determinethe effectiveness of their search habits,
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8.2.1 Kinds of Observation
Observation may be divided into two kinds:
« Participant Observation
¢ Non-participant Observation

8.2.1.1Participant Observation

In this obscrvation method the researcher becomes a member of a group or sample
under observation. He /she(or the tcam) may play the role, in varying degrees of
parlicipating, of a visiting stranger, an attentive listener, an eager learner, or a more
complete participant observer.

8.2.1.2 Non-participant Observation

In this observation the observer carries on his job without making his presence disturbing
to the group or sample under observation. Ile or she may profitably make use of a one-
way vision screen that permits him to see the subject bul prevents the subjeet to see
hirm.
Observation may also be classificd as:
¢ Siructured Observation
¢ Unstructured Obscrvalion

8.2.1.3 Structured Observation

It is put on aformal basis and is designed to test casual hypothescs. It is mainly carricd
on in controlledeconditions, such as in library in the case of library and information
science research. Interaction analysis of the reference section verbal behaviour of any
librarypersonnel may be taken as an example.

Structured ohservation begins with specific formulation or plan. The content of
observation js more or less defined and has very little scope for change. The observer
fixes in advance categorics of behaviour in respect of which he requires to analyse the
problem in hand, and keeps in mind the time limit within which he is to execute the
observation.

Steps that can be taken to increase the reliability of structured observation include

the following: 3
e Developing adequate definitions of the kinds of behaviour that are {o be recorded,
and being certain that they correspond to specific concepts to be studied. :

o Carefully training the observers to ensurc that they are adequately prepared and

that they have confidence in their ability or judgement to check the appropriate
categories.
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Avoiding observer bias, generally the observer should take behaviours al their
face value and not attempt to interpret their “real” meaning at least not at the
time the observations are made. :

8.2.1.4 Unstructured Observation

Unstructured observation is mainly associated with the participant observation and
often lakes the form of exploratory technique. In the unstructured observation
categorization of behaviour may not be made in advance, Free from predetermined
calegories, the observer can consider aspects of behaviour according to their context
or the situation of which these are part,

There are steps which can be taken to increase the accuracy of unstructured
observation:

Using two or more observational techniques, such as sound and visual recordings,
and then comparing results.

Having two or more people observe the same behaviour, with the same technique,
and then comparing the results.

Being careful to distinguish between actual behaviour and perceptions or
interpretationsof the behaviourwhen taking notes. Rescarcher bias can easily
creep in during this stage.

Avoiding becoming involved in the activity heing observed can alm help to
increase accuracy and reduce bias.

Being careful not to take behaviour for granted can improve accuracy. For
example, a researcher observing online public access catalogue and the use could
not assume that every lime a patron is searching different title, The patron may
be browsing for the same litle under one or more heading or search terms,

Obtaining reactions from the participants regarding the accuracy of the
obsetvations can be useful in siluations where the subjects are fully aware of the
role of the researcher. But one would have to be careful that doing so did not
affect or bias future behaviour of the subject.

Also Obscrvation can be elassified as:

Controlled Observation
Uncontrolled Ohservation

8.2.1.5 Cuntru!led Obscryation

Observation when takes place with defined pre-arranged plans, involving experimental
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procedure is known as controlled observation. This type of observation is conducted
in the laboratories.

8.2.1.6 Uncontrolled Observation

Observation when takes place in natural settings it may be termed as uncontrolled
observation. Here no attempt is madeto use precision insttuments. The major aim is
to gel a spontaneous picture of life and persons. Uncontrolled observation is done in
case of exploratory studies.

8.2.1.7 Random Observation

Sometimes researchers select appropriate environments for conducting their research.
A library,for example, is a natural setting for research studies in library systems and
services and a researcher, placing himself or herselfl in i, may record observations on
a sample of events he happens to observe. These samples are random observations.
Random observations are essentially free from bias and neutrality is maintained. Here
samples are considered as representative which lead to valid conclusions about the
phenomenon.

8.2.2 Recording of Observation

The recording of observation data may be done either simultaneously with the
observation, or soon after the observation has been completed. In the former method,
phenomena or incidents are recorded during the lime when they occur, In the latter -
method, the observer does not record what he observes then and there, but records
immediately or soon after what he has observed while the details of his observation
are still fresh or vivid in mind.

The recording must be un biased and objective,

8.2.3 Advantages of Observational Research

As a dala collection technique, observation has several important advantages they
include the lollowing:

* The use of observation malkes it possible to record behaviour as it occurs.

» Observation allows one to compare what people actually did with what they said
they did. Participants in a study may consciously or unconsciously report their
hehaviour as different than it in fact vccurred; the observed behaviour may well
be more valid.

s QObservational techniques can identily behaviour, actions. ctc. that people may
not think to report because they seem unimportant or irrelevant.
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 With observational techniques, a researcher can study subjects who are unable
to give verbal reports. '

» The use of observation is generally independent of subjects’ willingness to
participate. For example, one could observe how library users are using Online
Public Access Catalogue without asking each user beforehand if he or she were
willing to be observed. There are cthical and sometimes legal implications that
should be explored before deciding to observe persons without their permission,
or at least awareness.

8.2.4 Limitations of Observational Research

Observational techniques do suffer from a few limitations: some of the more impaortant
ones are;

e Itis not always possible to anticipate a spontaneous event and thus be prepared
to observe it. Some of the most critical activity at the catalogue may even take
place when no one is there to observe.

e The duration of an event affects the feasibility of observing it. The activities at
a catalopue are generally short enough to be easily observed; such would not be
the case in trying to observe how a facully member conducts research.

® Some types of behaviour are obviously too private or personal in nature to be
observed. This is less of a disadvantage in library related research however than
il is in the behavioural sciences.

e Itis gencrally somewhat more difficult to quantify observational data than other
kinds. Behaviour simply cannot always be broken down into neat categories,

8.3 THE QUESTIONNAIRE

Data collection in the form of questionnaire is the most popular rescarch method.
According to Webster's new Collegiate dictionary questionnaire is “a set of questions
for submission to a number of persons (o get data,..”

A questionnaire is a formulated series or list of questions systematically prepared
which are meant for collecting data on a problem under investigation. The person who
answers a question is the respondent. Questionnaires are sent to respondents (i)
personally, (ii) by messenger and (iii) by mail or post. Usually mail or post is the
means of sending questionnaires. The response (o a questionnaire consists of written
answers [rom the respondent who also puts his signature on the questionnaire document.
Obviously the questionnaire involves the literate respondent.
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8.3.1 Types of Questionnaire

Questionnaires are of two types such as:
o Open (sometimes called Open-end) or Unstructured
e Closed or Structurcd

8.3.1.1 Open Questionnaires

Open questionnaires require the respondents to write their answers at some length- in
many sentences-al least for a few or several questions, Closed questionnaites, on the
other hand, provide the respondents with generally -readymade alternative answers
words provided by the rescarcher. A respondent has only to choose from the alternatives
the ones he thinks are the right answers; only occasionally he is required to write
answers and that only in single words, phrases, or sentences.

§.3.1.2 Closed Questionnaire

A closed or structured questionnaire may itself be of two types. One is Yes/No type,
in which the respondent answers by ticking either “Yes” or “No™ as the case may be.
In the other type, two alternative answers are given, and the respondent ticks one or
as many as he thinks pertinent.

Somectimes a closed questionnaire may take the form of pictorial questionnaire, in
which the alternative answers are in pictures, and the respondent answers by ticking
the pertinent picturc(s). It may be used when information is sought from children, or
from illiterates, or when the input of questions can best be expressed in pictures. But
the pictorial questionnaire is very costly and also bulky in form.

8.3.1.3 Mixed Questionnaire

In practice the researcher usually has to use what may be called a mixed quecstionnaire.
Here both closed and open questionnaires arc mixed. It is one in which the closed and
the open questionnaires, and cven the pictorial questionnaire, are mixed.

8.3.2 Types of Questions

There arc three basic types of questions:

1. Descriptive.When a study is designed primarily to describe what is going on or
what exists. Publi¢ opinion polls that seek only to describe the proportion of
people who hold various opinions are primarily descriptive in nature. For instance,
if any one wants to know what percent of the population in a library for the
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purpose of book selection would vote for a hardcopy books and journals or

softcopy of the same Here simply interest is on describing something.
2. Relational.When a study is designed to look at the relationships between two
or more variables. A user survey that compares what proportion of males and
females say they would prefer for hard copy of books or soft copy of books in
the next book sclection is essentially studying the relationship between gender
and book selection preference.
Causal.When a study is designed to determine whether one or more variables
(e.g., a program or treatment variable) causcs or affects one or more outcome
variables.In a library book purchase procedure an exhibition on new arrivals can
be arranged (o try to determine the changes of user preferences. This will study
whether the exhibition{cause) changed the proportion of user who would select
hard copy books or stick to electronic soft copy books.

o

On the other hand survey guestions can be divided into two broad types: stroctured
and unstructured. From an instrument design point of view, the structured questions
pose the greater difficulties. From a contenl perspective, it may actually be more
difficult to write good unstructured questions.

Varieties of Structured Questions

Dichotomous Questions
When a question has two possible responses, it can be considered dichotomous.
Surveys often use dichotomous questions that ask for a Yes/No, True/False or Agrec/

Disagree response. There are a variety of ways lo lay these questions out on a
questionnaire:

Do you believe that the penalty is justificd for overdue books?

-Yes
-MNo

Questions Based on Level of Measurement

Questions can be classificd in terms of their level of measurement. IFor instance, in
case oloccupation using a nominal question. Here, the number next to each response
has no meaning exeept as a placeholder for that response. The choice of a *2” for a
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Professor and a 1" for a Student is arbitrary — from the numbering system used it
cannol be infer that a lawyer is “twice” something thal a truck driver is.

Types of user:
1=Student

2=Professor
Respondents can be asked on the basis of rank order:

Rank the wsers in order of preference:
——————MLPhil Students
Doctoral research scholars

Post Doctoral Research Scholars -

Survey questions can be constructed thal atlempl (o measure on an interval level,
One of the most common of these types is the traditional 1-to-5 rating (or 1-to-7, or
1-to-9, etc.). This is somelimes reflemed (0 as a Likert response scale. Here an ﬂpininﬁ
guestion can be asked on a 1-to-5 bipolar scale (it’s called bipolar because there is a
neutral point and the two ends ol the scale are at opposite positions of the opinion):

Penalty is justified for overdue books under some circumstances.
. Strongly disagree
Disagree
Nentral

Agree

S S SR

. Strongly agree

8.4.1.1 Scaling

A variely of questions utilize a scale. Selltiz (1959) categorizes such scale as differential,
summated and cumulative. '

Ditferential Scale: Often referred to as Thursione type scale, ulilizes a serics of
statements or items with equidistances between them. Each item, therefore, receives
a value point equidistant from those immediately preceding and following it. The

‘respondent is asked to check each statement with which he or she agrees or the wo

or three statements that best represent his or her position.
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Cumulative Scale: Consists of a series statements with which the respondent
indicates agreement or disagreement, The items are related to each other. One “should”
respond to subsequent manner similar to preceding ones. Cumulative scales represent
the ordinal level of measurement. Eg. Guttman Scale.

Summated Scale: Consist of series of statements or items, but no efforl is made
to distribute them evenly along a continuum, Only items that are favourable or
unfavourable to the attitude of interest arc used (unless a “no opinion” type of response
is included).Likert Scale is one of the most commonly used summative scales.

Likert Scale or summated scale:

Likert scale, named after Rensis Likert, who developed the method, The Likert scale
is essentially a multiple-indicator or multiple-item measure of a set of attitudes
relating to a particular arca. The goal of the Likerl scale is to measure intensity of
feclings about the area in.question. In its most common format, it comprises a series
of statements (known as ‘items’) that focus on a cerlain issue or theme. Each respondent
is then asked to indicate his or her level of agreement with the statement. Usually, the
format for indicating level of agreement is a [ive-point scale going from ‘strongly
agree’ to “strongly disagree’, but seven-point scale and other formats are used tco.
There is usually a middle position of ‘neither agree nor disagree’ or ‘undecided”
indicating neutrality on the issue, Each respondent’s reply on each item is scored, and
then the scores for cach item are aggregated to form an overall score. Normally, since
the scale measures intensity, the scoring is carried out so that a high level of intensity
of feelings in connection with each indicator receives a high score (for example, on
a five-point scale, a score of 5 for very strong positive feelings about an issue and a
score of 1 for very negalive feelings). The measure of commitment to work referred
to in Research in focus 7.2 is an example of a Likert scale. Variations on the typical
format of indicating degrees of agreement are scales referring to frequency (for example,
‘never” through to ‘always’) and evaluation (for example, ‘very poor’ through to ‘very
good').

There are several points to bear in mind about the construction of a Likert scale.
The following are particularly important.

* The items must be stalements and not guestions.

* The items must all relate Lo the same object (job, organization, ethnic groups,
unemployment, sentencing of offenders, ete.).

* The items that make up the scale should be interrelated.
Another interval question uses an approach called the semantic differential, Here,
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an object is assessed by the respondent on a set of bipolar adjective pairs (using 3-
point rating scale):

Please state your opinion on insurance of library materials:

Insert Table

Very much Somewhat | Neither | Neither | Very much
Interesting ' Boring
Simple Complex
Uncaring Caring
Lseful Useless

In a cumulative or Guttman scale.Here, the respondent checks each item with
which they agree. The items themselves are constructed so that they are cumulative
— if you agree (o one, you probably agree to all of the ones above it in the list:

Please check each statement that you agree with:

—Are you willing to permit outsiders to use the library of your institution?

—Are you willing to permit outsiders to be the member of the institution?

——Ar¢ you willing to permit outsiders to be the member of other libraries

in your neighbourhood?

——Are you wﬂllng to have an outside person to be the user of neighbouring

library?

Filter or Contingency Questions

Sometimes questions are asked to respondent one question in order to determine if
they are qualified or experienced enough (o answer a subscquent one, This requires
using a filter or contingency question, For instance, if the respondent has ever read
Oxford English Dictionary and a different question if he or she has not, In this case,
a filter question have to be constructed to determine whether they've ever read Oxford
English Dictionary:

Have you ever read Oxford English Dictionary?

Yes.

Mo,
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I yes, about how many times you read Oxford English Dictionary?

Once

2 to 5 times

6 to 10 fimes

More than ten limes

Question content:

L]

The questioner should ask him or herself il a specific question is actually
necessary.

If yes, how many questions are particularly needed for a topic.

Question should be more specific, concrete, or related to the respondent’s personal
cxperiences.

Misleading questions should be avoided,

Each questions ask one question. A question containing more than one concept
presents dilliculties for subsequent analysis and interpretation,

8.3.2 Pre-Questionnaire Planning

Before preparing a questionnaire pre planning for designing the questionnaire is
essential. The steps by which a brief out line can be drawn is as follows:

i,
b
(&)

d.

Define the problem (and purpose)
Consider previous, related research, the advice of experts, cte.

Hypothesize a solution to the problem (or at least identify research questions,
the answers to which will shed some light on the problem).

Identify the information needed to test the hypothesis. This step should include
deciding which aspects of the problem will be considered, and planning ahead
to the presentation and analysis of the data. Deciding how the data will be
organized, presented and analysed can significantly influence what types of
data will have to be collected. It may be useful at this point to construct so
called “dummy- tables,” or lables presenting the important variables with
hypothetical values, to help detect possible problems regarding presentation
and analysis. As for example the hypothesis can be tested on information need
of social scientists of research institule library.
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Identify the potential respondents or subjects. Such as in a research institutes
library potential respondents arc research scholars. Here a question can be
incorporated are these rescarch scholars aware about the resources of that
particular library.

Select the best or most appropriate technique for collecting the necessary data.
Researcher should consider the relevant advantages and disadvantages of the
questinnnah’c, interview, observation, and other techniques.

8.3.2.1 Advantapes of the Questionnaire

There are several advantages of questionnaire as follows:
a.

The questionnaire, especially mail questionnaire, tends to encourage frank
answers.it Is easier for the researcher to guarantece anonymity for the
respondent. The respondent can complete the questionnaire without the
researcher’s being present.

The characteristics of the questionnaire that help to produce frank answers also
help to eliminate interviewer bias. Here it is meant that the style of verbal
presentation cannot influence the response. Personal influence of the interviewer
is avoided: sex, ethnic origin and perceived social status may all influence the
accuracy of the interview, but can eliminated in the questionnaire

Fixed format of the questionnaire tends to eliminate variation in the questioning
process. This does not rule out the possibility of respondents interpreting the
same questions in different way.

The manner in which a mail questionnaire is distributed and responded to also
allows it to be completed, within limits, at the leisure of the participants. This
encourages well thought out, accurate answers.

Questionnaires can be constructed so that quantitative data are relatively easy
to collect and analyze.

Questionnaire can facilitate the collection of large amounts of data in a relatively -
short period of time.

Questionnaire are usually relatively inexpensive to administer.

Properly constructed, questionnaire can also elicit a great deal of information
on the survey topic,particularly if quantitative data only arc sought, and relative
costs of the survey are reduced.

8.3,2.2 Disadvantages of Questionnaire

There are few disadvantages of questionnaire also:

There are few disadvantages ol questionnaire also:

118



a. Precludes personal contact with respondents, perhaps causing the investigator
to gain insufficient knowledge aboul participant in a study

h. Does not allow respondent to qualify ambiguous questions

¢. It the prepared instrument does not arouse respondent emolions (i.e. when the
questionnaire is too impersonal}, valid responses might not be elicited.

d. Poorly worded or dircct questions might arouse antagonism or inhibitions on
the part of respondents

e. Difficulty in obtaining responses from a representalive cross section of larpet
population

I Because opinionated respondents might be more likely than other subjects to
complete and return it ,use of a questionnaire might lead to nonresponse bias

g. Some potential respondents may be antagonistic toward mail surveys, regardless
of the purpose or quality of the instrument distributed

h. Verification of the accuracy of questionnaire responses might sometimes be
difficult, or even impossible

i.. Uneducated subjects might not respond to a list of printed questions

j. Most questionnaires cannol be desighed to uncover causes or reasons for
respondents’ attitudes, beliels,or actions.

8.4 The Interview

Interview means “Conversation with a purpose”. As a research technique the inlerview
is conversation carried out with the definite purpose of collecting data on the problem
under investigation by means of the spoken word through a person contact between
an intervicwer (researcher) and an interviewee (i.e. respondent). Interviews are akin
to questionnaires. Like questionnaires interviews are also designed to collect valid and
reliable data through the response of the respondent (e a planned sequence of questions,
but the difference lies in the fact that whereas in questionnaires the respondent reads
the questions and replies in written words, in interviews the questions are read (o the
respondent who answers in spoken words which are recorded by the interviewer,

“The purpose ol interviewing is to find oul what is in or on someone elsc’s
mind.”(Patton, 1990)Also according to Patton(2002)quality of information oblained
during an interview is largely dependent on the interviewer”

8.4.1 Stapes of Interview

The whole process or operation of interview lakes place in the following three stages:
@ Rapport Building
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# Probing
» Recording

8.4.1.1 Rapport Building

It means the establishment of harmonious and effective contact between the interviewer
and interviewee (respondent). This depends on the capacily of the interviewer,by dint
of which he is able to motivate the inlerviewee 1o communicate,

8.4.1.2 Probing

It implies the asking of the right type of questions in the right manner and the right
language.If the one of these goes wrong, the respondent cannot be expected to
communicate to the desirable extent or depth. The question or question-complex,
therefore, should be such and so pul that it is capable of gathering all the relevant
information.

8.4.1.3 Recording

Recording, that is,ecording of response, may be accomplished in two ways:

(a) at the time of inlerview; and

(h) after the interview 1% over.

(a) Recording at the time of interview: assurcs accuracy, since all the data obtained
from the respondent can be noted down then and there. But in practice situations may
arise in which the respondent, on seeing that his statements or opinions are being
noled, gets psychologically reserve and cautions and does not make himself free in his
IESPONSE,

~ Recording on tape is convenient, and it dispenses with the necessity of wriling
during the interview, which is a job that may be of a distracting influence both to the
interviewer and the respondent. Interview recorded on tape may be replayed as often
as necessary at a later time. In addition to words, the tone of voice and emotional
impact of the response is preserved by the tape.

(b) Recording of response after the interview is over: implicsrecording based on
memory, which presumably affects accuracy. This draw-back may be much reduced if
recording is done immediately afler the interview has been taken. :

8.4.2 Types of Interview

Like guestionnaires, interviews also are primarily of two types:
o Unstructured (also called Non Directive, Uncontrolled, Unguided)
This type of interview sometimes called ‘semi-structured’ interview, seeks to collect
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mare detailed information trom the interviewees, through questions, for the answers
of which the respondents would require to speak at some length. In this type of interview
questions put to the intervieweces are smaller in number and of open-ended type. it is
flexible in the method of questions, and the sequence of questions. The intervie ver
is more {ree (o choose the form of question depending on the specific situatiop, the
level and condition of the respondent. The wording and the sequence of the questions
may change according to the response pattern. Because of its little insistence on form
it is ofien called Informal interview.

The unstructured inlerview is suitable for in-depth studies. The objective is to
obtain discursive and complex information, more of qualitative and subjective type
than of objective and quantitative type, containing a high proportion of opinion, atlitude
and personal experience, Used al the early stage of an investigation. This interview
helps the researcher in getting insight into the problem. Because of its tlexibility, the
investigator may enable himself to pursue a lead, which may throw new light on the
problem and make it more meaningful and significant. It can yicld by-products, that
is, pencrate such data, or insight into a direction, as could suggest quite a new problem
or topic for claborate investigation al a laler Lime.

But to pilot the unstructured interview the inlerviewer requires much skill. versatility
and on the-spot adaptability, otherwise hefshe will fall short of the necessary rapport
and fail to get adequate information, The inlerviewer needs to put much effort into
ensuring that he stays fairly close to the point and is not drawn into distracting side-
issucs, that he records the data in an objective and consistent manner and that his
interview has covered all the facts or aspects of the problem.

e Structured (also called Directive, Controlled, Guided)

This kind of interview seeks lo oblain specific or pinpointed data from the
interviewees. With this end in view the interviewer pilots his interview with the help
of an interview schedule which is essentially a questionnaire often to the last detail.
Here the number and nature of questions, the order of putting them to the interviewee,
wording of the questions, recording sysiem and every other thing involved in the
interview process is standardized. The response patterns arc also standardized in the
form such as Know/Don't know; Yes/No etc. Thus the questions are mostly close
ended, where the alternative responses expected are given for the choice of the
respondent. Because of the insistence of the standardized form, this method is called
Formal Tnterview. This design obviously enables the interviewer easily o record the
data while the interview takes place, the recording being mosily in the form of ticking
or circling.
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The structured interview is more methodical and easier lo administer. It requires
less efforts, less on the spot adaptability from the interviewer to establish rapport with
the respondent. It 1s adopled o derive more precise pencralizations. But it should be
adopted when a good knowledge of the problem has been gained, so that the questions
can be framed to function cffectively and without the necessily of modifications.
Therefore the structured interview is expedient at the later stage of the investigation,
when a careful exploratory study of the problem has enabled the researcher to structure
the field and to devise specific and adequate questions [rom which there may be little
deviations.

The classification is based on the types of data required for the problem under
investigation.

The above two types relate lo structure. Trrespeclive of structure, interviews may
be of the following types:

s Group Interview/Individual interview
Group Interview

When more than one person is interviewed at a time, the interview is called group
interview. Usually in a group interview, the persons [orming the are asked different
questions pertaining to a theme; but sometimes they may be required o answer the
same question so that different views of the same question are obtaincd.

The size ol the group is a matter to be considered. According to C.V. Good, The
size of the group should not be so large that it is unwieldy or inhibils participation by
most members and should not be so small that it lacks substantially greater coverage
than in the individual interview. The oplimuin size is approximately 10 tol2 persons,
Social, intellectual and educational homogeneity are important for eflective participation
of all group members. A circular scating arrangement, with the interviewer as one of
the group,” is collective to full and spontaneous reporting and participation.

Individual Interview

When only one person is interviewed at a time, it is individual interview.

s Focussed Interview

It takes place with persons known to have been involved in a parlicular situation, and
is focussed on the subjective experience-atlitudes, opinions and emotional responses
in respect of the particular situation under study.
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» Repeated Interview

It implies interviewing the same respondent(s) more than once pertaining to the same
subject. It makes an attempt Lo trace the specific development of a social or psychological
process, that is observes the changes in actions or attitudes which determine a given
behaviour pattern or social situation, e.g. for a study of how a voter may be subjccted
to repeated interview.

e Depth Interview

It is mostly applicd in psycho-analytical study. It attempls lo elicil data about the
unconscious motivations as well as all other aspects of personality dynamics. Tt is a
lengthy procedure and is designed Lo encourage free and uninhibited response. The
major purpose of such interviews are diagnosis and treatment of an individual’s problem.
This Lype of interview 18 often designated as “clinical interview”

8.4.3 Conducting the Interview

* In conducting an interview, the interviewer should atlempt to create a fricndly
nonthreatening atmosphere. Much as one does with a cover letler, the interviewer
should give a brief, casual introduction to the study; stress the importance of
the person’s participation; and assure anonymity, or at least confidentiality,
when possible. The interviewer should answer all legitimate questions about
the nature of the study,and produce appropriate credentials upon request.
Approach all respondents as individuals; assure them that their views are valuable
and of significance to the survey being conducted.

¢ Rescarcher should set up the interview well in advance, and interviewer should
appear for the interview promptly. Sending the list of questions in advance is
inadvisable, it will reduce candidness. If the mterview has been scheduled
ahead of time,it is a good idea to confirm the date in wriling and to send a
reminder several days before the interview.

¢ Use of audio visual aids helps to improve the recording the responses. But for
that permission of the respondent has o be taken.

e Interviewer should avoid asking more than one guestion at a lime. lhf:
interviewer must be carcful not to show surprise etc. as a result of any of the
interviewee's responses. Such responses can bias future responses of the
participant. -

# The interviewee's responses should represent his or her thoughts alone not a
combination of his or hers and interviewer's. To obtain as many responscs as
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possible, the interviewer must also learn how to deal with “don’t knows".
Often people need a certain amount of encouragement before they will response
fully o particular question. There is a fine line,however,between cncouraging a
response and helping to word it or forcing an answer where there should not
be one. Conscquently, one should be conservative or cautious in encouraging
a response when the interviewee scems reluctant to provide one.

e Interviewer should avoid directly dispute respondents, even though you may
know or suspect that their replies are inaccurale,

s  Arguing with respondents or condemn their views should be avoided.

e Interviewer should be neutral in recording responses so that the collected data
are accurate and objective.

e Interviewer should express gratitude (o (he respondent for their cooperation
and assislance upon completion of interview scssion.

8.4.4 Bias in Inferview

Bias prescats a real threat to the validity of interviews, Particularly critical is the bias
thal may be introduced by the interviewer. As was indicated earlicr, some inlerviewer
bias can be avoided by ensuring that the interviewer does not overreact to responses
of the interviewee. Other steps that can be taken to help avoid or reduce interviewer
bias include: '

e Having the interviewer dress inconspicuously andf/or appropriately for the

environment; :
e Holding the interview in a private sctting;
o Keeping the interview as informal as possible

8.4.5 Advantapes of Interview

e Interview produces better response rate. Here sample of persons actually
participating in the study lends (o represent a large percentage of the original
sample, and is therefore more representative of the population than would be
a sample representing a relatively low response. Apparently the personal contact
ol the interview helps to cncourage, or put more pressure on, persons to fully
respond. Consequently, it is also possible to employ interview schedules of
greater length than comparable questionnaires, without jeopardizing a satisfactory
response rale.

e Personal contact provides a greater capacity than the mail questionnaire for the
correction of misunderstandings by participants.

s It is penerally believed that the interview is better at revealing information that
is complex andfor emotionally laden. The use of visual aids can sometimes
facilitate presenting and/or recording complicated information.
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8.5 Case Study

' The case study is a way of organizing social data for the purpose of viewing social
reality. It examines a social unit as a whole. The unit may be a person, a family, a
social group, a social institution, or a community. The purpose is to understand the life
cycle or an important part ol the life cycle of the unit. The case study probes deeply
and analyses interactions between the factors that explain present status or that influence

change or growth. Tt is a longitudinal approach,showing development over a period of
time.

8.5.1 Examples of Case Studics

Some examples of case study are given below:

* Knowledge River: A Case Study of a Library and Information Science Program
Focusing on Latino and Native American Perspeetives /Patricia Montiel-Overall
and Sandra Littletree i ;
This article discusses the development of Knowledge River, a program at the
University of Arizona School of Information Resources and Library Science
established through several Institute of Museum and Library Services prants
designed to recruit Latino and Native American studenls to the library and
information science (LIS) profession. Knowledge River (KR) was designed as
a national model for increasing diversity in information organizations and LIS
programs. The article describes the KR model and elements of the program that
have increased its success. Included are participation in a residential cohort,
real-world library work expericnces, and formal mentoring by KR graduates
and other ethnic minorities in the field. Knowledge River has served as a catalyst
for increasing awareness of diversity issues and multiple perspectives in
addressing issues in the LIS ficld. Knowledge River has also resulted in a
requirement that all L1S students enroll in at least one diversity course, This
article also provides a retrospective analysis of the KR model and presents a
theoretical framework for developing future LIS diversity programs such as
KR.

e A Casc Study of Periodical Use by Library and Information Science Students/
Tammy Ivins
There is a lack of information in the literature about the sowces used for
rescarch by modern Master of Library and Information Science students in the
United States, and so the objective of this project is to understand the use of
periodical articles by these students. Specifically: do articles play a major role
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in student research, how current are the articles cited, and can a core group of
periodicals be identified? 192 capstone papers from 2005-2010 at the University
of North Carolina at Chapel Hill were sampled for a bibliographic analysis.
The resulls show that periodical articles do play a significant role (making up
-48% of all references) and are fairly current (49% of all article citations were
from within five years). This study identitied four core LIS periodicals among
its results: The Journal of Academic Librarianship, College & Research Libraries,
Library Journal, and Communications of the ACM. Finally, 85% of all periodicals
were cited by only one student, indicating that MLIS students use a broad
varicty of periodicals for their research,

8.6 Government Agencies Engaged in l'i?nndncl:illg Survey

8.6.1 Census of India

The Indian Census is the largest single source of a variety of statistical information
on different characteristics of the people of Tndia. With a history of more than 130
years, this reliable, time tesled exercise has been bringing out a veritable wealth of
statistics every 10 years, beginning from 1872 when the first census was conducted
in India non-synchronously in different parts. To scholars and researchers in demography,
economics, anthropology, sociology, statistics and many other disciplines, the Indian
Census has been a fascinaling source ol data, The rich diversity of the people of India
is truly brought out by the decennial census which has become one of the tools to
understand and study India.

The responsibility of conducting the decennial Census rcsts with the Office of the
Registrar General and Census Commissioner, India under Ministry of Home Affairs,
Government of India. It may be of historical interest that though the population census
of India is a major administrative function; the Census Organisation was sct up on an
ad-hoc basis for each Census (ill the 1951 Census. The Census Act was cnacted in
1948 to provide for the scheme ol conducting population census with duties and
responsibilities of census officers, The Government of India decided in May 1949 to
initiate steps for developing syslematic collection of statistics on the size of population,
its growth, etc., and established an organisation in the Ministry of Home Affairs under
Registrar General and ex-Officio Census Commissioner, India. This organisation was
made responsible for generating data on population statistics including Vital Statistics
and Census. Later, this office was also entrusted with the responsibility of
implementation of Registration of Births and Deaths Act, 1969 in the country.
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8.6.2 National Sample Survey Organisation

The National Sample Survey (NSS) which came into existence in the vear 1950, is a
multi-subject integrated continuing sample survey propramme launched for collection
of data on the various aspects of the Indian economy required by different agencicas
of the Government, both Central and States. Although, at the beginning, the NSS
started with the objective of collecting data for the construetion of national accounts
and its area of operation was kept restricted only to the rural areas of the country
during the two rounds, it gradually expanded its geographical coverage and the scope
of its enquires to cover, by and large,all the importanl socio-cconomic aspects
influencing the life of the population in rural as well as urban arcas.

8.6.3 National family Health Survey

The National Family Health Survéy (NFHS) is a larpe-scale, multi-round Survey
conducted in a representative sample of houscholds throughout India. Three rounds of
the survey have been conducted since the first survey in 1992-93. The survey provides
state and national information for India on fertility, infant and child mortality, the
practice of family planning, maternal and child health, reproductive health, nuirition,
anaemia, utilization and quality of health and family planning services.

Each successive round of the NFHS has had two specific goals; a) to provide
essential data on health and lamily welfare needed by the Ministry of Health and
Family Welfare and other agencies for policy and programme purposes, and b) to
provide information on important emerging health and family welfare issues. The
Ministry of Health and Family Welfarc (MOIEW),Government of Tndia, designated
the International Institute for PopulationSciences(11PS)

Mumbai, as the nodal agency, responsible for providing coordination and technical
guidance for the survey. I1PS collaborated with a number of Ficld Organizations (FO)
for survey implementation. Each FO was responsible for conducting survey activities
in one or more states covered by the NFHS. :

Technical assistance for the NFHS was provided mainly by ORC Macro (USA) and
other organizations on specific issues. The funding for different rounds of NFHS has
been provided by USAID, DFID, the Bill and Melinda Cates Foundation, UNICEEF,
UNIPA, and MOHFW, GOT. :

8.6.4 List of Surveys Done by Different Agencies of Government of Tndia

s  Direciorate of Economics & Statistim, D/O Agriculture and Cooperation,
Ministry of Agriculture, New Delhi

¢ Improvement of Agriculiural Statistics :
(a) Estimation of area of principal agricultural crops under Timely Reporting
Scheme
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(%) Bstimation of area and production of principal agricultural crops under
Establishment of an Agency for Reporting of Agricultural Statistics

{¢) Crop Estimation Survey on Fruits & Vepetables

Improvement of Crop Statistics

The Comprehensive Scheme for Studying the Cost of Cultivation of Principal
Crops in India ?

Agriculture Census 2010-11 and

Input Survey 2011-12 By Ministry of Agriculiure

Labour Bureaun, Ministry of Labour

Rural Labour Enquiry

Working Class Family Income & Expcndnme, Survcy
Occupational Wage Surveys

Socio-cconomic conditions of Different Segments of Labour.
Annual Survey of Induostries

' Survey of Labour Conditions

Contract Labour Survey
Annual Survey of Industrics

Reserve Bank of India

Industrial Qutlook Survey

Order Books Inventory and Capacity Ulilisation Survey

Credil Condition Survey

Inflation Expectations Survey ol Houscholds

Consumer Confidence Survey

Survey of Professional Forecasters

Basic Statistical return (BSR)-4

Composition and Ownership Pattern of Deposits with Scheduled Commercial
Banks (SCBs)

BSR-6: Debits to Deposit and Credit Accounts with Scheduled Cummcmml
Banks 7 Survey of Small Borrowal Accounts

Miscellancous Surveys conducted by Central Government Offices

Sample Registration Syslem(5RS)
National Family ITealth Survey(NFHS)
Annual Health Survey

Socio Economic Surveys

Annual Survey Of Tndustries

- Agriculture Surveys
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8.6.5 Sample questionnaire

QUESTIONNAIRE-1

FOR LIBRARIAN

1. General Information:
(a) Mame of the University
(b) Year of Establishment
(c) Address

Phone Fax 3
E-mail Website.
(d) Name of the University Library : : =4
(e) Name of the Librarian/lncharge : -
(f) Year of Establishment x5
(g) Library Hours 1
(h) Address 5
Phonge Fax
E-mail Website
(i) Total Collections (numbers in year wise)
Sr. No. | Items 2002- | 2003- | 2004- | 2005- | 2006-
03 04 05 |06 07
1 Books
2 Journals (current)
3 Journals (bound vol.)
4 Ph.D. Theses '
5 Manuscripts
6 Rare Books -
7 Audio Cassettes
8 CD-ROMs/Floppies/Database *
9 Microfilms/Microfiches/Slides
10 Magnetic Tape/Films
11 Others (please specify)
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(i) Total Staff (numbers in year wise)

Sr. No.

Stalt

2002-
03

2003-
04

2004-
05

2005-
06

2006-
07

Librarian

Deputy Librarian

Aussistant Librarian

Doc. Otficer/Int. Officer

Sr. Prof. Assistant

Cataloguer

Professional Assistant

Library Assistant

ol ea | = fan fun ] W B =

LDC/DEO/Clerk

=

Library Attendant

!

Janilor

—
I

Book Lifier

_—
Ll

Peon

._h.
i

Mender/Binder

s
LRy

Others

(l)Total enrolled Users/Members of Library (numbers in year wisc)

Sr. No.

Users

2002-
03

2003-
04

2004-
05

2005-
6

2006-

Faculties

Research Scholars

PG Students

uaG Students

Admin. Staff

Supporting Staff

=1 | pln o] e ] B | e

Outsiders
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(1) Annual Budget allocated to the Library (Rs. in Lakh in year wise)

Sr. No. | Users 2002- | 2003-| 2004- [ 2005- [ 2006-
03 (4 05 06 o7

Books

Journals
MNon Book Materials

Accessorics

Ch] | L | b o

Other (please specify)

(m) Is there any provision for any scparate budget for e-resources? Yes/No
If yes, please give the % of total budget: (n)
Library Automation: Arc you using any library automation package? Yes/No
Il' yes, please mention:

(i) Name of the automation package:

(iiy Date of implementation of automation package:
(i1i) Do you have any server to run the library automation package? Yes/No
IT yes, please give the details of Server:

2. Networking

(a) Do you have LAN Facilities? Yes/Mo

(b) Do you have Intcrnet facilities: Yes/MNo
If yes, please tick the Mode of Connectivity:

(i) Dial-up YesMNo

(ii) Leased Line Yes/No

(iily BVSAT Yes/No

(iv) V-SAT Yes/No

If yes, please give the details of V-SAT:
V-SAT Capacity MB Bandwidth
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3. e-Resource Section:
(a) Do you have any separate section for e-Resources?  Yes/No

If yes, please mention how many computers are available to access the
e Resources for users?

PCs Pentium IV Pentium 111 Pentium Il  Any ether

How many printers are available in e-Resource section?

Printers  Laser Jet Ink Jet Desk Jet DMP
(b)
(c) Please tick the other Hardware Devices those are available in e-Resource section:
(i) Bar Coding Instrument (ii) Digital Camera
(iii) Scanner {iv) Wcb Camera

(v) Other (please specify)
(d) Please tick the Storage Medium those are the using by the users in eResource

scction:

(i) CD ROM Yes/No (ii) PEN DRIVE  Yes/No
(i} ZIP Disk Yes/No (iv) CTD Yes/No
(v) DAT Yes/No (vi) DVD Yes/No

(c) How many staffs are working in this section?

(i) No. of Professionals with computer knowledge

(ii) No. of Professionals without computer knowledge \
(iii) No. of Non-Professionals

(f) -Are you using any software for e-Resource Section? Yes/No If yes, please
mention which software is available in your e-Resource Section:

(i) DSpace (ii) Greenstone (iii) CDSware
(iv) Bepress (v) Eprints (vi) Fedora
(vii) Kepler (viil) I-Tor (ix) MPG cDoc
(x) MyCoRe (xi) Ingenta (xii) Ebrary

(xiii) Digital Library Project
(xiv) Other (please specify)
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4, Status of UGC-INFONET Programme
Are you a member of UGC-INFONET Programme?

If yes, please give the details:
(a) Date of Implementation: 1
(b) How many e-Resources arc you accessing (in number):
(i) Full Text Database
(iv) Other. (please specify)

(i} e-Journals

(iii)Bibliographical Databasc

Yes [ No

5. Conneclivily & Usage of National/International Consortia
Is your library a member of Library Consortia for e-Resources other than
UGC-INFONET? Yes / No. If yes, please give the status of under mentioned:

MName of the Starting Yearly Averape Retrieval Ma, of Usape of
Organiza- year of Subser- Mo of proporiion online. online
tion Member- iption Request/ Against Journals | journals
ship in Rs. Month Request Sub in %
INDEST
DELNET
NISCAIR
EDUSAT
ERNET
OTHER
6. Details of e-Resources
(a)Collection of e-Resources (in numbers):
51, No,| e-Resources 2002-03 | 2003-04 | 2004-05 | 2005-06 | 2006-07
1 CD-ROM Titles
2 c-Database
3 e-Journals
4 e-Reports
5 e-Content pages
6 e-Clippings
7 e-Books
8 Others

133




(b) Mode of e-Resources: Do you provide the e-Resource services through?

(i)  Internet via their website Yes/No
(i) CD-ROM Network ' Yes/No
(iii) Commercial Online service Vendors Yes/Mo
(iv) Others (please specify) Yes/MNo

(c) Which types of e-Resources are subscribing for e-Resource section, please tick
the under mentioned:

(i) Full text Yes/MNo (ii) Abstract ~ Yes/MNo
(iii) Bibliographic ~ Yes/No (iv) Numeric Yes/No
(v) Graphic Yes/No (vi) Others (please specify)
(d) Criteria for selecting of e-Resources:
a. Quantity to meet user need Yes/MNo
bh. Subject relevance Yes/No
¢. Cost elfectiveness Yes/No |
d. Authenticity of information Yes/No
e, Afler sale maintenance Yes/No
f. Currency of information Yes/MNo
g,  Back Issues Facility Yes/MNo
h. Distributed access
i. Period of Access Yes/No |
j.  Added Value Yes/No
k. Ease of accessibility Yes/No
1. Legal issues ; Yes/No
m. Preservation Yes/No
n.  Vendor reliability Yes/No
0. Period of Access - Yes/No

(e) Name of e-Resources those are accessing by the users among the full text and
bibliographic in your library: ;

Full-text e-Resources

(i) Emerald Yes/MNo
{ii) Citation Index Yes/Mo
{iii) Elsevier s Science Direct Yes/No
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(iv)
(v)
(vi)
(vil)
(viii)
(ix)
(x)
(xi)
(xii)
(xiii)
(xiv)
(xv)
(xvi)
(xvii)
(xviii)
{xix)
(xx)
{xxi)
(xxil)
{(xxiil)
{xxiv)
{(xxv)
(xxvi)
(xxvil)

Bio MedNet Reviews

Pub Med, Math Science

INIS, IBP

UNDP Human Development Report
World Development Report

Human Development Database
CRISNIFAC, Vans

AGRIS, Prowess, Copex, Socio file
IEEE/IEE Electronic Library Online (IEE)
Project Mouse Journals

American Chemical Society

Annual Reviews

American Physical Sociely
American Institute of Physics
Biological Abstracts

Cambridge University Press Journals
Institute of Physics

JSTOR

Nature

Royal Society of Chemisiry
Science Online

INSIGHT

OCLC

Oxlord University Press

(xxviii) Taylor & Francis

{xxix)
{xax)

(xxxi)
(xxxii)

Springer Verlag s Link
ABl/Inform Complete
ACM Digital Library
ASCE Journals

(xxxin) ASME lournals (+A M R)
{(xxxiv) CRI5 INFAC Tnd, Inf.
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Yes/MNo
Yes/No
Yes/No
Yes/MNo
Yes/No
Yes/MNo
YesMo
Yes/MNo
Yes/MNo
Yes/No
Yes/MNo
Yes/MNo
Yes/Mo
Yes/MNo
Yes/No
Yes/MNo
YesMNo
Yes/No
Yes/No
Yes/No
Yes/No
Yes/No
Yes/MNo
Yes/MNo
Yes/No
Yes/No

Yes/No

Yes/MNo
Yes/No
Yes/No
Yes/No




(xxxv) EBSCO Database Yes/No
(xxxvi) Luromonitor (GMID) '

Bibliographic Database

(i)  COMPENDEX on El Village Yes/No
(i) INSPEC on EI Village Yes/No
(111) JET Yes/No
(iv) MathSciNet Yes/No
(v) Seiliinder Scholar Yes/MNo
(vi) Web of Science Yes/No

(vil) J-Gate Custom Conlent for Consortia (JCCC)  Yes/No .
(f) Whal types of crileria are you fol lowing for sclection of e-Resources?

(i) User recommendation Yes/No
(i1) Scanning catalogue Yes/No
(1ii) sSurfing e-information research website Yes/No
(iv) List services Yes/No
(v) Consulting other libraries Yes/No
(vi) News group Yes/No
{vii) Free Online Trial Access Yes/No
(viti)  Recommendation of Faculty members, Research
scholars and students Yes/No
(2) Do you following the under mentioned to evaluate the e-Resoturces for purchasc?
(i) Trial before use Yes/No
(i) Performance Yes/No
(ii) Product review by expert i Yes/No
(1ii) Cost Yes/MNo
(iv) Coverage ; Yes/No
(v) Scope Yes/No
(vi) Limitations Yes/No
(vii) ~ Time lag Yes/No
(viii)  Access facility Yes/No
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(ix) Single Users/Networking Yes/MNo
(%) Evaluation of content & performing under

: cxisting cnvironment Yes/No

(h) Do you colleet the users opinions Lo evaluate the subseribed e-Resources to
take the decision o continue or to cancel the subseription to these
resources?  Yes/No

Do you have Collection Development Policies for e-Resources? Yes/No I yes;
please tick the Elements of Collection Development Policies for eResources those are
following by your library:

(i) Short and Long Term Objectives Yes/No
(i) Selection Responsibility Yes/MNo
(iii) Need Assessment & Users requirement Yes/No
(iv) Selection responsibility Yes/No
(v) Levels of Collections Yes/No
{wi) Selection Criteria

(vii) Acquisition Procedures Yes/MNo
(viil)  Security, Authentication Yes/Mo
(ix) Coordination of Libraries Resources Yes/No
(%) Balance Between Print & e-Collections Yes/MNo

(xi) Others (Plecase specily)

(1) Collection Development Policies includes:

Qutline the Present Collection s Strength & Weakness:

(1) Make the Policy Decisions involved in Purchasing Activitics | |

(ii) Policy should be open to changes & constantly involved & update | |
(k) Cataloguing of e-Resources

Do you catalogue the e-Resources? Yes/No. If yes, please mention:

(i) Subscribed e-Resources ]
(i) Free online e-Resources T il
(ii) CD-ROMs =t

(iv) Others (Please specily):

(1) Library has own website: Yes/No. If yes, please give the URL
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{m) Preservation of e-Resources in: Do you preserver the e-Resources? Yes/No If
yes, please tick the format which you prefer for preservation:

(i) PDFF Format i3z
(i) HTML Format _ BN

(iii) Others (please specify) L

(n) Are you following the Licensing Agreements? Yes/No If yes, please tick the -
under mentioned:

(i) Authorized users will use the resources Yes/No
(ii) Cost of Access ' Yes/MNo
(1i1) Access Yes/MNo
(iv) Archival Backup Yes/No
{v) Fair Use Yes/No
(vi) Confidentiality Yes/MNo
{vii) Multiple Format YesMNo
(viii)  Megotiations : Yes/Mo
(ix) Electronic Links Yes/No
(x) Inter Library Loan Yes/No
(xi) Protection of Increase of Price Yes/No
(xii)  Dispute Resolution Yes/MNo
(xiii)  Download Records for In-house Database Yes/No

(xiv)  Others{please specify)
(o) Wedding policy of e-Resources :

(1) Longer Availability of c-Resources Yes/No
(ii) Difficult to maintain the e-Resources Yes/No

(1if) More Comprehensive Coverage is offering by other Yes/No

{iv) Collection of users opinion to evaluate the subscribed e-Resources Lo take
the decision either to continue or to cancel the subscription to these resources
Yes/No

(v) Is your library continue to flew weeding out of the e-Resources?

7. Users of e-Resources

{a) How many hours remains open the e-Resource section o access the
eResources for users?

(i) Beluﬁ 6 hours T
(ii) 6-8 hours F 3
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(iii) 8-10 hours fo o

(iv) Above 10 hours R
(b) Please mention the % of opening hours of e-Resource section with general
library hours
(c) Please mention the total attendance of users per day using the e-Resource
secltion
(d) - Please mention the % of e-Resource users with the normal library users
(¢) Do you provide the printing facility to the users for search materials?

Yes/No. If yes, please mention the charges for printout per page in paisa;

(f) e-Resources are using by per user (in hours)

[~ S.No. | Users Per Month Per Year
I Faculties
2 Research Scholars
3 PG Students
4 UG Students
5 Administrative Staff
Total Total

(g) Are you charging any cost to use the e-Resources for users? Yes/No. If yes, please
mention the charges per hour/per month according to user wise in Rs.

85.No. | Users Per llour Per Month
I Faculties
2 Research Scholars
3| PG Students
4 UG Students
5 Administrative Stalf
Total - Total
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(g) Please specily the user level of satisfaction:

S.No, | Items Relevance] Highly |Satisfied [Neutral | Dissatisfied Highly
Used in % | Satisfied Dissatisfied
Biblio.
Abstract
Full Text
Graphie

Fa L] BRI

(h) Are the users of c-Resources less satisfied? Yes / No. If no, please tick the
reasons:

(i) Less Opening Time

(i)  Charges to access c-Resources
(iii) Lack of proper guidance

(iv) Lack of proper e-Resources
(v} Lack of Printing facilitics

{vi) Insufficicnt e-Resources

(vii) ‘Technical problems

—_— e
(IS SO W Ny VO |y TN oy s g |

(viii) Lack of portability in contrast with original print materials
(ix)  Failure of Hardware & Software affect the functioning of e-
Resources section Y S

(x)  Lack of knowledge about tools & tech. used for scarching ahd retrieving of
e-Resources ' L

Suggestions il any:

Name of the Respondent: : Designation

Signature with Seal

Thank you for your cooperation

140




FOR USERS (STUDENTS, RESEARCHERS AND FAC

ULTY MEMBERS)

FPersonal Information:

MName: Fiest Migdela . e et o0 8

SEX] Male [ ] Female [ ]

Age Group (years): Below 20[ | 21-25[ ] 26-30.[ ]
31351 1 Above 35 ]

Status: Teacher [ ] Rescarcher [ ] PG Student [ )

UG Student [ | Other [ ]

Mame of the University:

Department/Branch: Session

Use of e-Resources

1. Experience of using the e-Resource section: How long have you been using the
c-Resources section?

Less than 6 months [ ] 6 months-1 year [ | 1-2 years [ ]
2-4 years [ ] More than 4 years [ | '
2. Frequency of ¢-Resources section: How often do you use e-Resource section?
Daily [ ] 2-3 times a week [ |
2-3 times a month [ ] Once inamonth [ ]

3. Time spent in the e-Resource section: How many hours you spend in a week
to use e-Resources?
lessthan | hraweek [ | 23 hrsaweek[ | 5-6 hrs a week [ ]
7-9 hrs a week [ ] 10-20 hrs a week Over 20 hrs a week[ ]
4. Most frequently used location of e-Resource: From which place do you maost
frequently use for e-Resource? '

At university library [ ] Other place in university [ ]
Athome [ ] At other place [ ] .
3. Methods of Learning to use of e-Resources: How did you learn to handle the
cResources? ;
Training from university library [ ] Guidance from colleagues and friends [ |
Self instruction | ] External courses [ | Any other | ]
6. Purpose of using e-Resources: The purpose(s) you mainly usc the e-Resources
for?
Rescarch | | Education [ ] Any other | |
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7.  Problems Encountered while using the e-Resources: What troubles face you
mostly to use the e-Resources?

Slow access speed [ ] 1=
Difficulty in finding relevant information b1 4]
Overload of information on the Internet i
It takes too long (o view/download pages e
Privacy problem o
Any other please specify he o

8. Ways to Browse Information from the e-Resource Section: How do you browse
the required information from the e-Resources section?Type the Web address
directly [ ] Use search engines | ]

Use subseribed e-Resources [ ] Any other please specify

8. Collection of the search matter: Do you collect the search matler from
eResources? Yes / No. If yes, please mention through:

Pen Drive [ ] &5 b S Floppy [ 1
Any other please specify

10. Satisfaction with e-Resource Facilities: Upto what extent, are you satisfied with
the e-Resource facilities provided by the university library?

Fully [ | Partially [ ] Lease satisfied [ | No comments [ ]
11. Please specify your satisfaction level: How much are you satistied with the:

S.No. | Items Relevance| Highly |Satisfied | Neutral | Dissatisfied|  Highly
Used in % | Satisfied Dissatisfied

1 Biblio.

2 Abstract

3 Full Text

4 Graphic

12. Satisfaction with e-Resource Section: Are you satisfied with e-Resources
section? Yes / No. Il no, please tick the reasons:

(i) Less opening Time Yes / No
(i1} Charges to access e-Resources Yes / No
(iii) Lack of paper guidance Yes / No
(iv)  Lack of proper e-Resources Yes / No
(v) Lack of Printing facilities Yes [/ No
(vi)  In-sufficient e-Resources Yes [ No
(vii) Technical problems Yes / No
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(viii) Lack of probability in contrast with original print materials; Yes / No
(ix) Failure of Hardware and Software affect the functioning of e-Resources
section: Yes / No

13. Comparison of Conventional Documents and e-Resources: Tn your opinion,

using e-Resources as compared to use of conventional document is:
(i) Time saving ] or Time consuming
{ii) More informative or Less informative
(iii) More expensive or Less expensive
or Complicated
(v) More preferred

(vi) More flexible

]

]

]

] or Less ﬁ]‘ﬂfﬂﬂ:ﬂd
] or Less flexible
I

(vii) easy to handlc

[
[
|

{iv) Easy to use |
L
[
[ or Complicated
[

_— o — — e e e e

|
]
]
]
1
I
J
(viii) More effective |

] or Less effective

14. Influences on Academic Efficiency? How the use of e-Resources has
influenced your academic cfficiency?

Use of conventional documents has increased

Dependency on the e-Resources has increased

[
[
Expedited the research process |
L

Improved professional competence

15. Printing Facility: Do you prefer (o lake the printout for search materials from
the library? Yes / No.

Any suggestions:

Signature.
Thank you for your time and completing this questionnaire.
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8.7 Summary

In conducting rescarch, the researcher has several data collection techniques at his or
her disposal. Three of most commonly used techniques- the observation, the
questionnaire, the interview has been considered in this unit.

Observational methods are best suited for describing and understanding behaviour
as it occurs. They are less effective for gathering information aboul a person’s
perceptions, beliefs, attitudes, ete.

Questionnaires and interviews are frequently used for obtaining the latter type of
information. With these techniques, heavy reliance is placed on the respondent’s report
for information:normally, the investigator has not obscrved the events in question.
This raises the issuc,of the validity of verbal reports in particular, but the question of
validity(and reliability) is important in deciding upon any technique of data collection.

Throughout the design process the researcher must be parlicularly careful not to
introduce bias into the study. Even sequencing of questions.

In developing any of the three data collection techniques, the researcher also must
make decisions regarding the specific types of questions to be used or the types of
behaviour (o be observed. These decisions are greatly affected by the kinds of
information needed and whether the study is exploratory in naturc. ]

Finally, in selecting a specific fechnique or instrument, the rescarcher should be
aware of the various pros and cons of each method. For example, if one were particularly
anxious to achieve a high response rale, he or she might choose the interview over the
questionnaire. Bul il cost were the major concern, then the questionnaire would be
obvious choice, other considerations being roughly equal.No one method is likely to
be perfect for a given situation, but it should be possible to select one te,t,hmqu& as

the best alternative, given the objectives, subject, priorities, and limitations of the
investigation.

8.7.1 Questions /SelfAssessment Questions

|.What are different types of observation methods? Discuss briefly.
7. What is scaling? Discuss its different types?

3.What are different stages of interview? Discuss.
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Unit 9 O Presentation of Data : Techniques

Structure

9.1 Learning Objectives
9.2 Introduction
9.1. Basic Concepts
9.1.1. Understanding Statistical Data and Variables
9.1.1.1. Whal is a variable? How does it differ from a constant?
9.1.1.2. Characteristics of a variable (What is attribute?)
9.1.1.3. Types of statistical data and/variables
9.1.1.3.1. Qualitative and Quantitative data
9.1.1.3.2. Continuous and Diserete or Discontinuous Variables
9.1.1.3.3. Ungrouped and Grouped Data
9.1.1.3.4, Independent and Dependent variable
9.1.1.3.5. Depending upon scales of measurement
9.1.1.3.6. Univariate, Bivariate and Multivariate Data
9.1.2. Understanding Statistical Procedures
9.1.2.1. Descriptive stalistics
9.1.2.2, Inferential Statistics

9.1.2.3. Explanatory statislics

9.1.3. Types of analysis of Data
9.2. Data Organization '

9.2.1. Serutiny of Data

9.2.2. Classification of Data

9.2.3. Tabulafion

9.2.4. Graphical Presentation

9.3. Frequency Distribution

146




9.1 Learning Objectives

After reading this unit you will be able to learn
1. The concept of variable and how it differs from constant
2. What characteristics a variable should possess

3. The categories of variable and there interrelationships with reference to statistical
analysis :

4. Different categories of statistical analysis
5. Types of data analysis

6. The precise sieps of data organisation

7. An overview of different aspects of frequency distribution

9.2 Introduction

The raw data collected through research investigation cannot be used as it is [or
further analysis to reach the findings and concrete conclusion. These are to be organised
and presented properly to help statistical analysis. Again, the findings from statistical
analysis should also be presented appropriately. This chapter gives some basic concepts
related to data collection, organisation and analysis, an overview of the steps of data
organisation and frequency distribution. '

0.1. Basic Concepts

9.1.1. Understanding Statistical Data and Variables

After conducting an investigation, the researcher has handful of raw data collected
from his sample population. These data are collected through a sequence of observations,
based on a set of objectives of the research work, Such data are collected, particularly
in case of social science rescarch, from the sample drawn from population and is

' httpsdfweww businessdiclionary.com
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known as statistical data. Data are the values (measurements or observations) that the
variables can assume.

0.1.1.1. What is a variable? How does it differ from a constant?

A variable is a data ilem which may change in value. Anything that can vary can be
considered a variable. According to Business Dictionary!, _

“a variable is a characteristic, number, or quantity that increases or decreases over
time, or takes different values in different situations.” Variables always bear some
values, may be quantitative/ numerical and/or text values, For instance, age can he
considered a variable because age can take dilTerent quantitative or numerical values
for different people. Similarly, country can be considered a variable because a country
can hold text values by ditferent country-names.

On the contrary, a constant is a number or symbol that has a fixed and unchanged
value. Variables differ from constants in the ways as stated below:

* Variables are quantities with changing magnitude, hence can assume different
values based on the application; Constants are quantities with unchanging values,
and used to represent numbers with significance.

* Constants arc used to represent quantities in nature whmh are fixed, and the
variables are used (o represent unknowns,
9.1.1.2. Characteristics of a variable

A variable has two distinguished characteristics:
e A variable is an attribute that describes a person, place, thing, or idea,

e The value of the variable can “vary” from one entity to another.

Now, what is attribute?

Attribute: An attribute is a specific value of a variable. For instance, the
variable sex or gender has (wo attributes: male and female. Or, the
variable apreement might be defined as having five attributes denoting different levels
of gradual variation:
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o | =strongly disagree

e 2 = disagree

e 3 = neulral

e 4 =agree

s 5 =strongly agree

In addition, a variable should possess the following characteristics.

& Bach variable should be exhaustive; it should inéludc all possible answerable
responses. For instance, i the variable is *religion™ and the only options of
altributes are “Hinduism”, “Jewish”, and “Muslim”, there are quit.f: a few
religions thal may have not been included. The list does not exhaust all
possibilities. The way to deal with (his is (o explicitly list the most common
attributes and then use a general category like “Other” to account for all
remaining ones.

o The attributes of a variable should be mutually exclusive, no respondent should
be able to have two attributes simultaneously. While this might seem obvious,
it is often rather tricky in practice. PFor instance, you might be tempted to
represent the variable “Emplfayment Status™ with the two attributes “employed”
and “unemployed.” But these atfributes are not necessarily mutually exclusive
— a person who is looking for a second job while employed would be able to
check both attributes! But don’t we often use questions on surveys that ask the
respondent to “check all that apply™ and then list a series of calegories? Yes,
we do, bul lechnically speaking, each of the categories in a question like that
is its own variable and is treated dichotomously as either “checked” or
“unchecked”, attributes that are mutually exclusive.

9.1.1.3. Types of statistical data and/variables

Before any statistical analyscs or calculations of data, it is required Lo decide what type
of data one is dealing with, There arc a number of typologies. But for the convenience
to understand these are broadly outlined below.
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9.1.1.3.1. Qualitative and Quantitative data

On the basis of the character or nature, the data collected to investigate a research
question may be of two Lypes-

Qualitative data: which cannot be measured numerically and it is also called
descriptive/ categorical data, These can only be organised under suitable categories for
further descriptive and analytical study.e.g. name, religion, marital status, socioeconomic
status, awareness. Such data cannot be expressed in numerical forms.

Ex. nature of job of the user community of a library, :

Quantitative data: A variable takes different ‘values’ which can be measured
numerically in suitable units. Ex. different ages of users of a public library, A variable
whose values depend on chance and cannol be predicted is called random variables.
A random variable is a function that associates a unique numerical value with every
outcome of an experiment. The value of the random variable will vary from trial to
trial as the experiment is repeated.

9.1.1.3.2. Continuous and Discrete or Discontinuous Variables

Though variables can be numerical or textual, for statistical computation only the data
with quantitative character are considered and these technically are called the ‘random
variables’ or ‘variates’, or usually are considered as ‘variables’ in practice. These are
of two types,
a) Continuous: A variable is called continuous when it can take any value within
a specified interval. Ex age of a library user may be any value in between a
range, say, 35 years or 38 years or 56 years, or it may be 35.5 years or 42.25
years etc,, or even 48.125 years
b) Discrete or Discontinuous: A discrete variable can only take some definite or
specific values from a continuous value set. Ex. Number of books issued in a
library. The number of books issued in a library per day can take only the
values 0, 1, 2, 3, ..., 10, .25, ..., etc. ie. only the whole number andfor
specified value and no fractional value, or unspecified value. E.g. monthly
subscription of a journal may be Rs. 450.25 or Rs. 450.26, but not in a fraction
of Paisa.
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Usually quantitative data are classified as continuous or discrete. If a variable can
take on any value between its minimum value and its maximum value, it is called a
continuous variable: otherwise, it is called a discrete variable.

Some examples will clarify the difference between discrete and continuous variables.

e  Suppose the fire department mandates that all fire fighters must weigh between
150 and 250 pounds. The weight of a fire fighter would be an example of a
continuous variable; since a fire fighter’s weight could take on any value beiwcen
150 and 250 pounds.

# Suppose we flip a coin and count the number of heads. The number of heads
could be any integer value between () and plus infinity. However, it could not
be any number between 0 and plus inflinity. We could not, for example, get 2.3
heads. Thercfore, the number of heads must be a discrete variable,

9.1.1.3.3. Ungrouped and Grouped Daila

The data obtained in original form are called raw data or ungrouped data. These data
have not been arranged in any systematic order.

Say as example,
The marks obtained by 25 students in a class in a certain examination are given
below:

25, 8,37, 16, 45, 40, 29, 12, 42, 25, 14, 16, 16, 26, 20, 10, 306, 33, 24, 25, 35, 11,
30, 45, 48,

Grouped Data;

Grouped data is a statistical term used in data analysis. Data presented in the form of

frequency distribution is called grouped data. A raw dataset can be organized by

constructing a table showing the frequency distribution of the variable (whose values

are given in the raw dataset). Such a frequency table is often referred to as grouped

data.

- The idea of grouped data can be illustrated by considering the above raw dataset
in the following way (Table 1}
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Table 1: Grouped Data

Marks obtained No of students (frequency)
0-10 2
1 1-20) 7
21-30 7
31-40 5
41-50 4

9.1.1.3.4. Independent and Dependent variable

A variable 1s not only something that we measure, but also something that we can
manipulate and something we can control for. Keeping in view this aspect, variables
can be divided as independent variables and dependent variables.

The independent variable is what is natural and not affected or manipulated by the
experiment, rather it is the treatment or the program or the cause thal reacts on (he
dependent variable. It is such a variable that is being manipulated in an experiment
in order to observe the effect on a dependent variable. Most experiments consist of
observing the effect of the independent variable(s) on the dependent variable(s).
The dependent variable is what is alTecied by the independent variable or by the effects
of the experiment. It measures the experimental outcome depending upon on an
independent variable(s). The independent variable is the variable we’re using to explain
why the dependent variable varies. In most experiments, the effects of the independent
variable on the dependent variables are observed.

For example, say a tutor asks 100 students to complete a mathematical test. The
tutor wants to know why some students perform belter than others. Whilst the tutor
docs not know the answer to this, sfhe thinks that it might be because of two rcasons:

(1) some students spend more time revising lor their test; and
~ (2) some students are naturally more intelligent than others.

As such, the tutor decides to investigate the effect ol revision time and intelligence
on the test performance of the 100 students. The dependent and independent variables
for the study are:

Dependent Variable: Test Mark (measured from 0 to 100)
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Independent Variables : Revision time (measured in hours) and Intelligence
(measured vusing 1Q score) '

Therefore, the aim of the tutor’s investigation is (o examine whether these indepe ndent
variables - revision time and 1Q - result in a change in the dependent variablc, the
students’ test scores, However, it is also worth noting that while this is the main aim
of the experiment, the tutor may also be interested to know if the independent variables
- revision time and IQ are also connected in some way.

9.1.1.3.5. Depending upon scales of measurement

a)

b)

¢)

Mominal scalc data:

Nominal scale data are divided into categories that arc only distinguished by
their name and labels and cannol be classified one above another e.g. race,

T name, sex, name of country, name of crops, type of blood. In this type of data

there is no implication of order or rativ. Nominal data that falls into two groups
arc called dichotomous data e.g. male/ female, black/white, rural/ urban.

Ordinal secale data:

When the categorical data can be placed in meaningtul order on the basis of
their quality, it is known as ordinal data. In this the cxact difference between
the two groups cannot be eslimaled e.g. scoring of students categorized as A
(70% and above), B (60-69 %), C (50-59 %). In this the exact difference
between the students placed in grade A and B cannot be estimated,

Interval scale data:

Interval scale data are like ordinal data in that they can be placed in a meaningful
order. The categories arc arranged in equally spaced units and there is no absolute
zero point. e.g. temperature where 0° C(Celsius) does not mean no temperature,
rather it equals to 32° I (Fahrenheit). /Tn addition, they have meaningful intervals
between items, which arc usually measured quantities, E.g., on the Celsius
scale the difference between 100°C and 90°C is the same as the difference
between 50°C and 40°C.However as because interval scales do not have an
absolute zero, ratio of scores are not meaningful e.g. 100°C is notl twice as hot
as 30°C, and as because 0°C does not indicate a complete absence of heat,

A ratio scale has the same properties as an interval scale; but it has an absolute
zero. So, meaningful ratios do exist, e.g. weight in grams or pounds, time in
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seconds or days and pulse rate in beats per minute are all ratio scale data, efe.
In the measurcment of temperature, the Kelvin scale is the ratio scale, in which
0U K (Kelvin) indicates an absolute ahsence of heat, just as a zero pulse rate
indicates an absolute lack of heartbeal. Therefore, it is correct to say that a
pulse rate of 120 beats/min is twice as [ast as pulse rate of 60 beats / min, or
that 300 K is twice as hot as 150 K,

9.1.1.3.6. Univariate, Bivariate and Multivariate DataUngrouped Data:

Statistical data are oflen classified according to the number of variables being studied.
- @ Univariate data: Single-variable or univariate data refers to data where one
aspect of a variable at a time is being observed. When we conduct a study that

looks at only one variable, we say that we are working with univariate data.

Suppose, for example, that we conducted a survey to estimate the average
weight of high school students. Since we arc only working with one variable
(weight), we would be working with univariate data.

This is commonly used to distinguish a distribution of one variable from a
distribution of several variables. It is perhaps the simplest form of statistical
analysis.

® Bivariate data: In stafistics, bivariatc data is that data-sel that has
two variables. When we conduct a study that examines the relationship belween
two variables, we are working with bivariate data.

For example, suppose we conducted a study to see if there were a relationship
between the height and weight of school students. Since, here we are working
with lwo variables (height and weight), we would be working with bivariate
data.

The quantities [rom these two variables are often represented using a scatter
plot (See Section of Unitl 12). This is done so that the relationship (if any)
between the variables is easily seen.

& Mullivariate data: Multivariale data is the data in which analysis are based on
more than two variables per observation, Usually multivariale data is used for
explanatory purposes. Multivariate statistics concerns understanding ihe different

“aims and background of each of the different forms of multivariate analysis,
and how they relate to cach other. The practical implementation of multivariate
statistics to a particular problem may involve several types of univariate and
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multivariate analyses in order to understand the relationships between variables
and their relevance to the actual problem being studied.

Suppose, for example, if the above study consists of heights and weights of children,
collected over several years.

Multivariate analysis is essentially the statistical process of simultaneously analysing
multiple independent variables with multiple dependent variables. Certain types of
problem involving multivariate data, for example simple lincar regression and multiple
regression, are not usually considered as special cases of multivariate statistics because
the analysis is dealt with by considering the (univariate) conditional distribution of a
single oulcome variable given the other variables.

9.1.2. Understanding Statistical Procedures

Statistical analysis techniques can be used to describe data, generate hypotheses, or
test hypotheses. Generally, statistics can be divided into (hree categories: descriptive,
inferential, and explanatory

9.1.2.1. Descriptive statistics

Descriptive statistics is the term given to the analysis of data that helps to describe,
show or sumimarize data in a meaningful way such that, for example, patlerns might

emerge from the data. It is also known as summary statistics. It is used to describe the

basic features of the dala in a study. Together with simple graphics analysis, they form

the basis of virtually every quantitative analysis of data. Descriptive statistics do not,

however, allow us to make conclusions beyond the data we have analysed or reach

conclusions regarding any hypotheses we might have made. They are simply a way Lo

describe our data.

For example, sometimes, il 15 (o be reported that what percentage of students in a
college borrows books from library or search for online articles? To describe a set of
data, we use lables, graphs, and simple statistical procedures.

This part of statistics is very important because il we simply present our raw data

it would be hard to visualize what the data was showing, especially il there was a lot
of it.

For example, if we had the results of 100 pieces of students’ coursework, we may
be interested in the overall perfarmance of those students. We would also be
interested in the distribution or spread of the marks, Descriptive statistics allow
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us to do-this. How to properly describe data through statistics and graphs is an
important topic, Typically, there are two general types of statistic that are used
to describe data:

e Measures of central tendency: (hese are ways of describing the central position
of a frequency distribution for a group of data. In this case, the frequency
distribution is simply the distribution and pattern of marks scored by the 100
students from the lowesl (o the highest. We can deseribe this central position
using a number of statistics, including the mode, median, and mean.

@ Measures of spread or dispersion: These are ways of summarizing a group
of data by describing how spread out the scores are. For example, the mean
score of our 100 students may be 65 out of 100, However, not all students will
have scored 65 marks. Rather, their scores will be spread out. Some will be
lower and others higher. Measures of spread help us (o summarize the dispersion
of these scores. To describe this spread, a number of statistics are available to
us, including the range, quartiles, absolute deviation, variance and standard
deviation.

(The measures will be discussed in Unit 11)

When we use descriptive statistics it is useful to summarize our group of data using

a combination of tabulated description (i.e., tables), graphical description (i.e., graphs
and charts) and statistical commentary (i.e., a discussion of the results).

When analysing data, such as the marks achieved by 100 students for a piece of
coursework, it is possible to use both descriptive and inferential statistics in the analysis
of their marks. Typically, in most research conducted on groups of people, you will
use both deseriptive and inferential statistics to analyse your results and draw
conclusions.

9.1.2.2. Inferential Statistics

Inferential statistics are used to make generalizations or inferences about a population
bascd on findings from a sample. We have seen thal descriplive slatistics provide
information about our immediate group of data. For example, we could calculate the
mean and standard deviation of the exam marks for the 100 students and this could
provide valuable information about this group of 100 students. Any group of data like
this, which includes all the data you are inlerested in, is called a population. A
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population can be small or large, as long as it includes all the data you are interested
in. For example, if you were only interested in the cxam marks of 100 students, the
100 students would represent your population. Descriptive statistics are applied to
populations, and the properties of populations, like the mean or standard deviation,
These are called parameters as they represent the whole population (i.e., everybody
you are interested in). Often, however, you do not have access to the whole population
you are interested in investigating, bul only a limited number of data instead.

For exumpié, you might be interesled in the exam marks of all postgraduate
students of NSOU. It is not feasible (o measure all exam marks of all students
in all the postgraduate programmes of NSOU. So you have 1o measure a
smaller sample of students (e.g., 100 students), which are used to represent the
larger population of all the target students.

Properties of samples, such as the mean or standard deviations, are not called
parameters, but statistics. Inferential statistics are techniques that allow the investigator
to use these samples to make generalizations about the populations from which the
samples were drawn, It is, therefore, important that the sample accurately represents
the population. The process of achieving this is called sampling (sampling strategies
are discussed in detail in the previous unit). Inferential statistics arise out of the fact
that sampling naturally incurs sampling error and thus a sample is not expected to
perfectly represent the population. The methods of inferential statistics are (1) the
estimation of parameter(s) and (2) testing of statistical hypotheses. These procedures
are a bit more complicated, but very cssential to analyse the population. We use
inferential statistics to make specific conclusions to a large population, even though
we haven’t surveyed everyone in this population.

For example, looking at the example of postgraduate students in the preceding
paragraph, it might be possible to investigate every student’s result in NSOU.,
but it might not be possible to enquire every student to find out their individual
reactions. So it is logical to enquire a sample instead the whole population to
get students’ reactions,

9.1.2.3. Explanatory statistics

The last sct of statistics is explanatory. Often, descriptive statistics raise intcresting
causal questions. For example, some students do better than othets in the examinations.
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Why? Does their socio-cconomic background affect in their academic performance? ~
This implies causality: something causes the variations in grades.

With this set of statistical procedures, we do not just have variables, rather we have
independent and dependent variables (See i seetion 9,1.1.3.4.), The dependent variable
is what we’re trying to explain. Why do some students get higher grades than others?
Does their socio-economic status have an effect on their grades? That is, do grades
depend on socio-cconomic status? That is why, in this situation, we would call grades
the dependent variable. In this situation, we’re saying that socio-economic status is not
dependent on anything; therefore, we call it the independent variable. The independent
variable is the variable we're using to explain why the dependent variable varies: we
think that grades vary by socio-economic status, The dependent or independent nature
of a variable relies on the situation we're investigating. Grades are the dependent
variable in this example, but in a completely different example, we could use grades
as the independent variable to explain wH}r some students pursue cerfain types of
CAICELS.

Of coursc, all three sets of statistical procedures are related, and any given statistical
project likely will involve all three.

Data Analysis:

Data collected for statistical analysis are to be organised in a suitable way to facilitate
their analytical study. To understand the characteristics of variables and how these are
used in research we should know the following aspects of analysis of variance.

ANOVA: An “Analysis ol Variance” (ANOVA) tests three or more groups for mean
differences based on a continuous (i.e. scale or interval) dependent variable. It may
sefem odd that the technique is called “Analysis of Variance” rather than “Analysis of
Means.” But, the name is appropriate because inferences about means arc made by
analyzing variance. ANOVA is used to test general rather than specitic differences .
among means.

ANCOVA: The obvious difference between ANOVA and ANCOVA is the letter
“”, which stands for ‘covariance’. Like ANOVA, “Analysis of Covariance”
(ANCOVA) has a single continuous response variable, Unlike ANOVA, ANCOVA
compares a dependent variable by both a factor and a continuous independent variable
(e.g. comparing test score by both ‘level of education’ and ‘number of hours spent
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studying’). The term “factor” refers to the variable that distinguishes this grou;
membership. The term for the continuous independent variable used in ANCOVA is
“covariate”. ANCOVA is also commonly used to describe analyses with single
dependent variable, continuous independent variables, and no factors. Such an anaj . 'sis
is also known as a regression,

MANOVA: Multivariale analysis of variance (MANOVA) extends the analysis of
variance lo cover cases where there is more than one dependent variable to be analyzed
simultangously. In basic terms, A MANOVA is an ANOVA with two or more continuous
responsc variables. The obvious difference between ANOVA and a “Multivariate
Analysis of Variance™ (MANOVA) is the “M", which stands for multivaria'=. Like
ANOVA, MANOVA has both a one-way (lavour and a two-way flavour. The numbers
of factor variables involved distinguish a one-way MANOVA from a two-way
MANOVA. A more subtle way that MANOVA differs from ANOVA is that MANOWVA
compares levels ol a factor that has only two levels (also known as binary). When
dealing with a singlé response variable and binary factor (e.g. gender), one uses an
independent sample t-test. However, a [-test cannot estimate differences for more than
one response variable together, thus a MANOVA fills that need. When comparing two
or more conlinuous dependent variables by a single factor, a one-way MANOVA is
appropriate (c.g. comparing ‘test score’ and ‘annual income’ together by ‘level of
cducation’). A two-way MANOVA also entails two or more continuous response
variables, but compares them

%.2. Data Organization

The collection and organization of data are an integral and critical part of the research
process. Onee piles of data are collected from the sample population, they have to be
presented in a systematic form and order so as to bring into focus their salient features.
According to Techopedia (www.techopedia.com),

“Data organization, in broad terms, refers o the method of classifying and
organizing data sets to make them more useful, Some IT experts apply this primarily
to physical records, although some types of data organization can also be applied to
digital records”.

Data can be presented in the text, in a table, or pictorially as a chart, diagram or
graph. But data in textual form cannot reveal the features easily and may not be
convenient for statistical analysis if the values of a variable exceed a nominal range
of three or four numbers. Sets of numerical results should usuall ¥ be presented as
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tables or pictures rather than included in the text. Well-presented tables and graphs can
concisely summarise information which would be difficult to describe in words alone.
On the other hand, poorly presented tables and graphs can be confusing or irrelevant.

Principles of data presentation:

i Data should be arranged in such a way that it should create interest in the
reader’s mind at the [irst sight.

ii. The information is lo be presented in a compact and concise form without
losing important details. '

iii. The presentation should be in a simple form so as to draw the conclusion
directly by viewing al the data.

iv. The presentation should be done in such a way that it can help in further
analysis of data.

Organisation of statistical data involves the step of activities of scrutiny of collected
data, classification of the data in an orderly and logical manner, presenting the classificd
data in tabular forms for case of analysis and ultimately graphical presentation of the
analysed data.

9.2.1, Scrutiny of Data

Serutiny of Data: data collected may require a thorough scrutiny before making it
ready lor presentation. ‘Serutiny’ refers to the process of removing or correcting
invalid, faulty and unreliable data from a dataset. This is very important for obtaining
an error-frec and accurate inferential result.

Statistical data are collected either by observation or measurement. Tt is quile
impossible to attain absolute accuracy in collected data, as well as in final results.
Certain inaccuracies may be readily detected, e.g. inaccuracies that arise from the
dropping and shifting of a decimal point. Again, there may be figures which may be
very unlikely to consider; e.g. it is not very comfortable (o accept the age of a father
is 45, while his son is 30 years old. Or, it is not possible to assure absolute accuracy
regarding an analytical study of a population based on the analysis of samples from
iL.

Many statistical analyses try to find oul a pattern in a data series, based on a
hypothesis or assumption about the nature of the data. Scrutiny of collected data helps
in removing thosc dafa points which are either-
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a) Obviously disconnected with the effect or assumption due to some other lactors
which apply only to some particular data points; these particular data points are
lo be ignored, and analysis may be conducted on the remaining data,

b) Obviously crroneous, i.e. some external error is reflected in that particular data
- point, either due to a mistake during data collection, reporting etc.

The inaccuracics arising in the course of statistical investigations arc called “statistical
crrors’. Statistical crrors may be considered as

a) Biased Errors: Biased errors arise due to personal bias or prejudices of
investigators or respondents, and defects in the measuring instrument. The total
cffects of biased errors increases as the number of observations increases.

b) Unbiased errors: These enter into a statistical enquiry due to chance causes.
With increase in in the number of observations, the total effects of unbiased
errors diminish. The magnitude of such errors can be predicted based on
probability.

9.2.2. Classification of Data '

Classification is the process of arranging the collected piles of statistical information
under different categorics or classes according to some common characteristics
possessed by the individual entity, Statistical data collected during the course of an
investigation may be so varied that it is not possible to analyse and get the true
significance of the values, unless they are arranged properly in a defined way. So, as
a rule (he primary step in the analysis is to classify and rearrange these into desired
homogeneous categories. This grouping of data is determined based on (he purposc
for which these are to be used. Without this arrangement, the collected data remain
useless. Orderly and logical classification of data helps the investigator to appropriately
compare, analyse and draw inference of the experiment. Ex. Population census (N G
das, 19).

Techopedia defines Data classification as “the process of sorling and categorizing
data into various types, forms or any other distinct class, Data classification enables
the separation and classification of data according to data set requirements for various
business or personal objectives. It is mainly a data management process'™ . The primary
objectives of dala classification are:

! hittps:ifww w.techopedia.cony refrieved on 08.07.2016
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To arrange the collected data in a logical and purposeful way

To condense and simplily the data

To readily distinguish similarities and dissimilarities of data

To facilitate the comparative and analytical study of data

To reveal the relationships among the sct of data

To pinpoint most significant features of the data at a glance

To have the basis of tabulation i

To be the basis for data visualisation in tabular and/ or graphical method

9.2.2.1. Types of Data classification:

Data collected for statistical analysis may generally be recognised as the following four
types
® Geographical: This is the classification of data on the basis of geographical
regions. For example, number of college libraries in different states of the
country may be classified under the name of states in the following way

Table9.1 : Number of colleges in Top 10 districts in India

District Number of Colleges
Bangalore, Karnataka 924
Jaipur, Rajasthan 544
Hyderabad, AP 533
Pune, Maharashtra Y 470
Rangareddy, Telangana 448
Nagpur, Maharashira oo 433
Mumbai, Maharashtra 358
Bhopal, MP 323
- Chilloor, AP 290
Indore, MP 290

e Chronological: this classification relates (o a certain period or point of time at
which the events in question have occurred,
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Table 9.2: Use of Electronic and Printed Books by the faculty of NSOU

Year E-Books Print Books

2010
2011
2012
2013
2014
2015

e Qualitative: In qualitative classification data are classified on the basis of the
character or attribute of the subject matter such as sex, religion, literacy, cte.
in this type of classification the atiribute under study cannot be measured.
For example, a sample population of library users may be classificd as follows.
1. Male and female -

2. Bengalis and non-Bengalis
3. Employed and unemployed

e Quﬁntitative:_Claﬂﬁificatinn of total population on the basis of quantitative class
intervals.

Table 9.3: Ages of the users of a town library

Age (in Years) No. of Users
11-20 50
21-30 : 200
31-40 260
41-50 360
51-60 90
61-70 40
Total 1000
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9.2.2.2, Principles of Classification:

There are no hard and fast rules for deciding the class interval, however it depends

-upon;
L ]

Knowledge of the data

Lowest and highest value of the set of observations
Utility of the class intervals for meaningful comparison and interpretation

The classes should be collectively exhaustive and non-overlapping i.c. mutually
exclusive and independent.

The number of classes should not be too large otherwise the purpose of
classification i.e. summarization of data will not be served.

The number of classes should not be too small either, for this also may obscure
the true nature of the distribution.

The classes should preferably be of equal width. Otherwise the class frequency
would not be comparable, and the computation of statistical measures will be
laborious.

More specifically Sturges® formula can be used to decide the number of class
interval;

K=1+3.322(log ,n)
Where k = no. of classes, n=no. of ohservation

The width of the class interval may be determined by dividing the range (R)
by k

ol
g k
Where,
R= difference between the highest and [he lowest ohservation.

w = width of the class interval

When the nature of data makes them appropriate class interval width of 5 units,
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10 units and width that are multiple of 10 tend to make the summarization more

comprehensible.

| 9.2.3, Tabulation

s B R L

Tabulation may be defined as the logical and systematic organisation of statistical data
in rows and columns according to their logical classification. A statistical table thus
formed is a systematic and sensible arrangement of quantitative data as per their
appropriate grouping. It simplifies the presentation of data and facilitates comparisons
and computations.

The purposes of a statistical table are

To arrange data in appropriale order

To enable the significance of data readily understood

To facilitate swift comparison of statistical data

To facilitate the detection of errors, omissions and repetition of data

To reveal the charactleristics of data.

9.2.3..1. Structure of a statistical table

A slatistical table has at least four key parts and some other minor parts. The first four
items stated below are the key parts of a statistical table.

T

The Title

The Box Head (column captions)
The Stub (row captions)

The Body

Prefatory Notes

Foot Notes

Source Notes

The pencral sketch of table indicating its necessary parts is shown below:
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..... THE TITLE ....
..... Prefatory Notes .....

,,,,, Box Head.....
... Row Captions.... | ... Column Captions..... i
,,,,, Stub Entries..... ..... The Body.....
Foot ' Notes...

Source Notes...
1. The Title:

A title is the main heading written in capital shown at the top of the table. It
must explain the contents of the table and throw light on the table as whole
different parts of the heading can be separated by commas there are no full stop
be used in the little,

2. The Box Head (column captions):

The vertical heading and subheading of the column are called columns captions.
The spaces were these column headings are written is called box head. Only
the first letter of the box head is in capital letiers and the remaining words must
be written in small letters. :

3. The Stub {rﬂw captions):

The horizontal headings and sub heading of the row are called row captions
and the space where these rows headings are writien is called stub.

4. The Body:

It is the main part of the table which contains the numerical information classified
with respect to row and column captions.
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h

Prefatory Notes:

A statement given below the title and enclosed in brackets usually describe the
units of measurement i called prefatory notes,

Foot Motes:

- It appears immediately below the body of the table providing the further

additional explanation.
Source Notes:
The source notes is given al the end of the table indicating the source from

when information has been taken. Tt includes the information aboul compiling
agency, publication ete. ..

9.2.3.2. General Rules of Tabulation:

A table should be simple and attractive. There should be no need of further
explanations (details).

Proper and clear headings for columns and rows should be need.
Suitable approximation may be adopted and figures may be rounded off.
The unit of measurement should be well defined.

If the observations are large in number they can be broken into two or three
fables.

Thick lines should be used to separate the dala under big classes and thin lines
to separatc the sub classes of data.

Proper syntax is to be used for any missing cell valuc or missing data within
a table

9.2.4, Diagrammatic and graphical presentation

The distribution of data can be presented graphically or pictorially for easy understanding
and lor quick interpretation. Diagrams and graphs give visual indications of magnitudes,
groupings, trends and patterns in the data, These parameters can be more simply
presented in the graphical manner. The diagrams and graphs help for comparison of
the variables.
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9.2.4.1. Diagrammatie presentation

A diagram is a visual form for presentation of statistical data. The diagram refers
various types of devices such as bars, circles, maps, pictorials and cartograms ete,

a) Importance of Diagrams

1.

2
3
4
5

They are simple, allractive and easy to understand
They give quick information

Tt helps to compare the variables

Diagrams are ‘more suitable to illustrate discrete data
It will have more stable elfect in the reader’s mind.

b) Limitations of diagrams

i;

e

Diagrams shows approximale value

Diagrams are nol suitable for further analysis :
Some diagrams are limited to experts (mullidimensional)
Details cannot be provided fully

I is useful only for comparison

¢) Rules for drawing diagrams

i.

L.

1.

iv.

vi.

vii,

Each diagram should have suitable title indicating the theme with which diagram
is intended at the top or bottom. :

The size of diagram should emphasize the important characteristics of data,

Approximate proposition should be maintained for length and breadth of
diagram.
A proper / suitable scale to be adopted for diagram

Selection of approximate diagram is important and wrong selection may mislead
the reader.

Source of data should be mentioned at bottom.

Diagram should be simple and atlractive

viil. Diagram should be effective than complex.

d) Choice or selection of diagram
There are many methods Lo depict statistical data through diagram. No single
diagram is suited for all purposes. The choice ol diagram for describing a given
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set of dala requires skill, knowledge and experience. This choice is purposive and

depends upon the nature of data, The nature of data will help in taking a decision

as to one-dimensional or iwo-dimensional or threc-dimensional diagram. Itis :lso

required Lo know the purpose ol presentation to make the diagram effective,

The following points are to be kept in mind for the choice of diagram.

1. Tocommon man having less concepts of statistics, cartogram and pictograms
are appropriate. ;

2. To present the components apart from magnitude of values, sub-divided bar
diagram are most suiled.

3.  To show a large number of components, pie diagram is more suilable.

9.2.4.1. Types of diagrams

1. One dimensional diagrams (line and bar)
2. Two-dimensional diagram (rectangle, square, circle)
3. Three-dimensional diagram (cube, sphere, cylinder ele.)
4,  Pictogram
5. Cartogram
9.2.4.1.1. One dimensional diagrams (line and bar)

In one-dimensional diagrams, the length of the bars or lines is taken into account,
Widths of the bars are not considered. Bar diagrams are classified mainly as follows.

a) Line diagram

b} Bar diagram: Bar diagrams may be of following types-

. Vertical bar diagram

ii, lorizonial bar diagram

iii. Multiple (compound) bar diagram

iv. Sub-divided (component) bar diagram

v. Percentage subdivided bar diagram

a) Line diagram

This is simplest type of one-dimensional diagram. On the basis of size of the
figures, heights of the bar / lines ate drawn. The distances between bars are kept
uniform. The limitation of this diagram are il is not attractive cannot provide more
than one information.

For example, draw the line diagram for the data in the following lable:
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These can be exemplified with the data set presented in the following table:

Table: Distribution of funds of Library budget at five Universities in the Year 2016

| (in Lakhs) _

| University A University B University C  University D University E
Text Books 22 18 15 15 20
Reference Books 21 20 20 13 12.5
Pertodicals 25 30 30 35 32
Online databases 30 30 32 35 32
Newspapers &
ephemerals 2 i 04 2 35
Total 100 100 100 100 100

a) Line diagram

This is simplest type of one-dimensional diagram. On the basis of size of the figures,
heights of the bar / lines are drawn. The distances between bars are kept uniform,

The limitation of this diagram are it is not attractive cannot provide more than one
information

Lhart litle

Soamom G i & A

® - - £ g
Llrdveraty & Llidveraly B Uity © Lipdveraky D Lhilymsiny £
e [T LT Y —i— helevence [lonks
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e o srateol 2 & eobomerals
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b) Bars diagrams

A simple bar diagram can be drawn using horizontal or vertical bar, In business and
economics, it is very a common diagram.

i, Vertical bar diagram:

Clustered Column

40
35
Ah

25 : £ b i
2
& 5 =
1 I | I' I
0 - L :".:: | el | 2

Universty A University B Uiversity € Unlversity D Lhbvessity €

Lo

o

B Text Bogks o Feference Bools
B Perioclicals : = Online databases

© W Newspapers & ephemerals

[

Horizontal bar diagram

_ Clustered Bar

LInlversity £
University D
Undversity ©

University B

Uniniversity &
1] 5 10 15 20 15 30 ah A4

B Mewspapers B ephemerals mOndine databases
W Perindicals ® Reference Bonls:
® Texl Books
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iii) Compound bar diagram (Mulliple bar diagram)

Multiple bar diagrams are used to provide more information than simple bar diagram,
Multiple bar diagram provides more than one phenomenon and highly useful for direct
comparison. The bars are drawn side-by-side and different columns; shades hatches
can be used for indicaling each variable used.

Stacked Column
o]
] -
i il s . e s =
0 i
in ¥ I
b1 ! L
L
Univarsity £ Uhiiversity B e siby C Unlversity 1 Ulniversily £
B Toxt Books B feforence Boolos
| Periodicals s Oiline databiases
B Mevesoaners & eulwemerals
3D 100% stacked Bar
University £
Uiniversity O
University C
University i |

University &

0%

2054 400 ﬁﬂg-'
¢ BO%
100
H Text Books | Reference Books
B Peviodicals = Online databases

B Mewspapers & ephemerals
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Pie diagram
Pie diagram helps us to show the portioning of a total into its component parts,
It is used to show classes or groups of data in proportion to whole data set. The entire
- pie represents all the data, while each slice represents a different class or group within
the whole. Following illustration shows construction of pie diagram.

2-D Pie diagram:

Universily A

w Teut Boaks w Referance Baoks

= Mepindlicals O itk

m [hiespapers & ephetmeraly « Totl

3-D Pie diagram:

University E

Tt Bk = feference books
= Perioelicals  Online databases

o Hispdpers & ephemerals A
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 9.3. Frequency Distribution

Frequency of a value of the variable is the number of times it occurs in a given :
series of observations.

For Example, say, Daily number of Book issue in a library over a period of 30 days
are listed below

Table: Daily number of issuing books

0 3 3% 35 e 1
34 30 40 30 32 35
W 4% om0 35 840
55 94 54 %0 3 35

34. 30 32 34 R

Frequency distribution is a statistical table which shows the values of the variable
arranged in order of magnitude, either individually or in groups, and also the
corresponding frequencies side by side. It is an approach to organize the raw numerical
values of a variable collected for an investigation, in an orderly manner. It is typically
used within a statistical context. The numerical values of a variable are arranged,
generally (but not necessarily) in an ascending order of magnitude, for easy manipulation
and analysis. These numerical values of occurring the variables are recognised as
obscrvations. As a statistical tool, a frequency distribution provides a visual
representation for the distribution of a particular variable. This is a common way o
list and condense quantitative data for statistical computation.

10.3.1. Characteristics of frequency distribution

There are four important characteristics of frequency distribution. They are as
follows:

-

i.  Measures of central tendency and location (mean, median, mode)

ii, Measures of dispersion (range, variance, standard deviation)
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iii, The extent of symmelry/asymmetry (skewness)
iv. The flatness or peaked-ness (kurtosis),

10.3.2. Objectives of frequency distribution: The objectives of frequency
distribution are

® Condensing the raw numerical data

® Summarizing a large mass of data

® Organisation of the data for interpretation

® Easily obtaining the important characteristics of the data set

® Simplifying the computation |

o Comparing differcht data sets

®  Approximating the nature of probability distribution of the population.
10.3.3. Types of frequency distribution :

There are two types of frequency distributions:

1. Simple frequency distribution: It shows the values of the variable individually.
Data in this type of distribution are ungrouped.

Egp.
Table: Simple frequency distribution
Daily number Frequency
of book issue (No. of Days)
30 0
22 8
34 5
35 4
36 2
40 2
Total 30
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|

i 2. Grouped frequency distribution: Grouped frequency distribution shows the
i values of the variable in groups or intervals. This can be used when the range of values
| in the data set is very large. The data must be grouped into classes that are more than
| one unit in width.

Table: Grouped frequency distribution

Age group(in years) Frequency(No. of users)
14-19 20
20-24 22
25-29 40
30-34 30
35-39 : 25
40-49 38
Total 175

10.3.4. Formulation of frequency distribution:

The following technical components are required for formulation of [requency
distribution

1. Class/ Class intervals
2. Class Frequency
3. Class limits
4, Class boundaries
5. Mid value/ Class Mark/ Mid-point
6

Class width:

The class width for a class in a frequency distribution is found by subtracting the
lower (or upper) class limit of one class minus the lower (or upper) class limit of the
previous class.

7. Frequency density

8. Relative frequency
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Table: components of frequency distribution -

Oas  Clss | Class limits Classhondaries | Mid ~ Class  Frequency  Relative
- Froque value width  density frequency
ney | Lower Upper Lower Upper :
1519 15 |15 19 145 195 [17 5 1553 1515001
204 2 |2 24 195 245 [2 5 22545 20150015
2529 40 |25 N Ws. WS |2 5 s 40/150=026
3034 30 |30 34 295 345 [ 5 3056 3015002
3539 25 |35 39 345 395 |37 .5 0 2555  25150=017
4049 18 |40 9 395 495 [42 5 185=36 I18/150=012
Total 150 ' 1.00

10.3,2.4.1, Class [/ Class intervals

While arranging large amount of data, they are gmuﬁed into different groups according
to the size of values to get an idea of the distribution. Each of these groups in the
said range of data is called the Class. For example, in the Table ... the Column 1
arranges the age groups (in years) of library users. Each of these groups is called class.
Class interval is the difference between the upper and lower class boundaries of any
class.

a) Open Ended and Closed Ended Classes
"~ Open-end class : %
When one end of a class is not specified, the class is called an open-end class. If,
in a frequency distribution, the initial class interval is indeterminate at its beginning

and/or the final class interval is indeterminate at its end, the distribution is said to
possess “open ended” classes. For example,
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Table: Both-side open ended
Table: One-side open-ended

Class Class Frequency Clags Class Frequency
Upto 19 20 Upto 19 20

2024 22 20-24 22

25-29 40 25-29 ]

30-34 30 30-34 30

3539 25 3539 25

Above 40 38 - 40-49 38

Total 175 ' Total 175 .

b) Methods of forming class-interval
1) Inclusive method (non-overlapping)

When the lower and the upper class limit is included, then it is an inclusive class

interval
Ex:
Marks ; " No. of students
20— 29 5
30 -39 15
40 — 49 25

A 'student whose mark is 29 is included in 20 — 29 class interval and a student
whose mark in 39 is included in 30 ~ 39 class interval. ;

a) Exclusive method (overlapping)

In this method, the upper limits of one class-interval are the lower limit of next
class. This method makes continuity of data,

Ex: A

Marks  No, of students -
| 20 - 30 5
: 30— 40 15
| j 40 — 50 25
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A student whose mark is between 20 to 29.9 will be included in the 20 — 30 class.
Betier way of expressing is

Marlks No. of students
20 to less than 30 :

{ME}:'@ than 20 but less than 30) 5

30 to less than 40 ol

40 to less than 50 25

Total Students S0

Magnitude of class interval

The magnitude of class interval depends on range and number of classes. The
range is the difference between the highest and smallest values is the data series. A
class interval is taken geénerally in the multiples of 5, 10, 15 and 20.

Sturges’ rule is applied to find the number of classes. It a rule for determining the
desirable number of groups into which a distribution of observations should be
classified. The formula is given below

K =1+ 3.322 log N.
K = No. of class

N= Total no. of observations

Ex: If total number of observations are 100, then number of classes could be
K =1+ 3.322 log 100
K=1+3322x2
K=14+6.644
K = 7.644 = 8 (Rounded off)

NOTE: Under this formula number of class can’t be less than 4 and not greater
than 20.

Sturges” formula to find size of class interval

: Range
Size of class terval (h) = 73959 logN

Ex: In a 5 group of worker, highest wage is Rs. 250 and lowest wage is 100 per
day. Find the size of intcrval.
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Range 250 — 100
h=14332210gN = 1+3322l0g50 = 3357 @ 56

10.3.4.2. Class Frequency

The number of observations falling within class-interval is called its class frequency.

Ex: The class frequency of the class 15-19 is 15, It means that there are 15 users
between the age of 15 and 19. .

. Il all the class frequencies are added, the total [requency tepresents total number
ol items studied. This is called total frequency. In Table... the total frequency is 150.

10.3.4.3. Class limits:

In the construction of grouped frequency distribution, the class intervals are delineated
by pairs of numbers. The two numbers used to specifly the limits of the class interval
for the purpose of tallying the original observations into the various classes are called
class limits. The smaller of the pair is called the lower class limit and the larger is
upper class limits.

Ex: In the class 15-19, the lower value is 15 and the upper value is 19. These two
edges of the class are called lower and upper limits of the class.

10.3.4.4. Class boundary: When measurements are taken on a continuous varmbin:
all observed data are recorded to the nearest whole number of a certain unit. Thus for
ages, any age between 14.5 years and 15.5 years is recorded as 15 years and it is
similar for the age 19 years. So for getting the real class-limits, the most extreme
values in a class intervals are accepted, and these extreme values are called class
boundaries. The lower extreme value is the lower class boundary and the upper
extreme value is the upper class boundary in a particular class interval. Class boundaries

are true class limits.
Working out Class Boundaries:
Lower class boundary= lower class limit - Y2 d
Upper class boundary= lower class limit + 2 d

(d= difference between upper class limit of a class and the lower class limit of the
subsequent class)
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10.3.4.5. Class midpoint or class marks

The mid value or central value of the class interval is called mid-point.

(lower limit of class -+ upper limit of class)
2

I

Mid-point of a class

(lower bnundﬁry of class + upper boundary of class)
2

10.3.4.6. Class width:

The class width of a class in a frequency distribution is found by subtracting the
lower class boundary from the upper class boundary (not the class limits) of a class.

width of a class= Upper class boundary — lower class boundary

For simplification of statistical computation, the classes of a frequency distribution
should be of equal size.

For classes of equal width, this width can also be calculated by differentiating
a) The successive lower class limits/ boundaries
b) The successive upper class limits/ boundaries

¢} The successive class marks

10.3.4.7. Frequency density: Frequency density of a class is its frcquency per unit
width, It shows the concentration of frequency in a class,

Class frequency
width of the class

Frequency density =

10.3.4.8. Relative frequency; Relative frequency denotes the ¢lass frequency expressed
as a fraction of the total frequency. When relative frequencies are shown against the
corresponding classes, the table is known as Relative Frequency Distribution.

10.3.4.9. Tally Marks: Tally marks are a quick way of keeping track of numbers in
groups of five. One vertical line is made for each of the first four numbers; the fifth
number is represented by a diagonal line across the previous four.
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Observation(Freguency) Tally marks  Observation(Frequency)  Tally marks

1 6
2 1
3 8
4 9
5 10

10.3.2.5. Constructing a frequency distribution

The following guidelines may be considered for the construction of frequency
distribution.

a) The classes should be clearly defined and each observation must belong to one
and to only one class interval. Interval classes must be inclusive and non-overlapping.
Open end classes should be avoided since creates difficulty in analysis and interpretation.

b) Calculate the range of the observations
Range =H - L

H= Highest value

L=Lowest value

¢) Find the number of class inlervals applying Sturges’ formula. The number of
classes should be neither too large nor too small. Too small classes result greater
interval width with loss of accuracy, Too many class interval results in complexity.
Intervals would be continuous throughout the distribution, This is important for
continuous distribution.

Sturges’ formula

K=1+3322 logN. -

d) Find out the Width of class interval. All intervals should be of the same width.
This is preferred for easy computations. :

. gl Range
Width n}t. class interval = Nuhber of siaukes

¢) The number of observations falling in each class interval, i.c. class frequency,
is determined by tally marks
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Ex: A sample of 30 persons’ weight of a particular class students are as follows,
Construct a frequency distribution for the given data.

62 58 58 52 48 53 54 63 69 63
at 56 46 48 33 56 57 39 58 53

o R T 57 52 52 53 54 58 61 63

Steps of construction of frequency distribution
Step 1: Finding the range of data:
Range=H - L = 69 — 46 = 23 _
Step 2: Finding the number of class intervals/ classes.
K =1+ 3.222 log 30
(applyving Sturges’ formula)
K =590H" 6
\ No. of classes = 6
Step 3: Calculating the width of class interval
Width of class interval = =
Step 4: Determining the class frequencies by tally marks:

All frequencies belong to each class interval and assign this total frequency to
corresponding class intervals as follows. The observations are shown one by one by
tally marks in a tally sheet. The tally marks are counted in a group of five and every
fifth one in a class interval is placed across the preceding four,

Class interval Tally Marks Frequency
46 - 50 1 3
50 - 54 - o R T 8
34 — 58 BE] 8
58 — 62 : I 1 6
62 — 66 |1 4
66 — 70 | 1

10.3.2.6. Camulative frequency distribution
Cumulative frequency distribution is a statistical table which shows the values of
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the variable with their corresponding cumulative frequencies. It is the running total
of frequencies and can also be described as the sum of all previous frequencies up to
the current class interval. It indicates directly the number of observations that lie
above or below the specified values of the class intervals.

Cumulative frequencies may be of two types — ‘less/ smaller than’ and ‘more/
greater than’ Cumulative frequency. When the interest of the investigator is on pumber
of cases below the specified value, then the specified value represents the upper limit
of the class interval. Tt is known as ‘less than’ cumulative frequency distribution,
When the interest lies in finding the number of cases above specified value then this
value is taken as Jower limit of the specified class interval. Then, it is known as ‘more
than' cumulative frequency distribution.

The cumulative frequency simply means that sumuming up the consecutive frequency.
Table: ‘Less than’ cumulative frequency distribution

Marks No. of students ‘Less than’ cumulative frequency
0-10

10 - 20

20 - 30 e 18

30 - 40 20 38

40 — 50 12 50

In the above ‘less than’ cumulative frequency distribution, there are 5 students less
than 10, 3 less than 20 and 10 less than 30 and s0 on,

Similarly, following table shows ‘greater than® cumulative frequency distribution.
Table: ‘more than' cumulative frequency distribution

"Marks No. of students ‘more than’ cumulative frequency
0- 10 5 50

10 — 20 3 45 .

20 - 30 1% 5 42

30 - 40 20 i 32

40 - 50 : 12 12
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In the above ‘more than’ cumulative frequeney distribution, 50 students are scored
more than 0, 45 more than 10, 42 more than 20 and so on.

10.3.3. Visual Representation of frequency distribution:

A frequency distribution of data can be presented in a table and graph/ diagram.
A graphic presentation of frequency distribution is a visual form of presentation.
Graphs are drawn on graph paper with the y-axis representing the frequency count,
and the x-axis representing the variable to be measured. The Advantages of graphic
presentation are

It provides attractive and impressive view
Simplifies complexity of data
Helps for direct comparison -
It helps for further statistical analysis
It is simplest method of presentation of data
It shows trend and pattém of data
Some commonly used graphical methods of showing frequency distributions include
Histograms,
Frequency Polygon and
Ogive/ Cumulative frequency polygon

10.3.3.1. Frequency Histogram

Histogram is the most common form of diagrammatic representation of grouped
frequency distribution for a continuous variable. In this type of graphical presentation,
the given data are plotted in the form of series of rectangles. Class intervals are
marked along the x-axis and the frequencies are along the y-axis according to suitable
- scale. The width of rectangles, one for each class, extends over the class houndarms
(not class limits).

In case of equal class width, the heights nf rectangles indicate the comresponding
frequency density. The height of rectangle is proportional to respective {requency and
width represents the class interval.

For classes with unequal width, the rectangles will also be of unequal width, and
then the heights will be proportional to frequency densities.

Although the vertical bar chart and histogram appear to be alike, they are quite
different in nature, Bar chart is one-dimensional, and a histogram is two-dimensional
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in which the length and width are both important. Unlike bar chart, each rectangle
in a histogram is joined with other and the blank space between the reclangles would
‘mean that the category is empty and there are no values in that class interval. Above
all, the histogram is an area diagram, in which the widths of the rectangles are
considered, and thus it is two dimensional, but in a bar diagram only the height is
all important, the spacing and with of the bars are iirbi’trar},r.

Ex: Construct a histogram for following data.

Marks obtained (x) No. of students () Mid-point
15 - 25 5 20
2535 3 30

35 _ 45 7 40

45 - 55 5 G

55 - 65 3 o

65 — 75 7 70
Total 30

For convenience sake, we will present the frequency distribution along with mid-
point of each class interval, where the mid-point is simply the average of value of
lower and upper boundary of each class interval.

Fraguency (No. of sti.:dants)

16 o5 o5 45 55 a5 75

Class Interval (Marks)
Fig. Frequency Histogram
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10.3.3.2. Frequency polygon

A frequency polygon is a line chart of [requency distribution in which either the values
of discrete variables or the mid-point of class intervals are plotted against the frequency
and those plotted points are joined together by straight lines, Since, the frequencies
do not start at zero or end at zero, this diagram as such would not touch horizontal
axis. However, since the area under entire curve is the same as that of a histogram
which is 100%. The curve must be ‘enclosed’, so that starling mid-point is jointed
with "fictitious” preceding mid-point whose value is zero. So that the beginning of
curve touches the horizontal axis and the last mid-point is joined with a ‘fictitious’
sueceeding mid-point, whdse value is also zero, so that the curve will end- at harizontal
axis. This enclosed diagram is known as ‘frequency polygon’,

Ex: For following data construct frequency polygon,

Marks (CI) No. of frequencies (f) Mid-point
15— 25 5 20
25 35 3 30
15 245 7 40
45 — 55 i 50
5% — 05 A a0
b% 75 T T0
10
Lol A Freguency polyoomn

Fraquancy
e

R TR TR O R T R R T
Mid point {30

Fig. Frequency Polygon
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10.3.3.3. Ogives

Ogives are the graphic representations of a cumulative frequency distribution, and
therefore also known as cumulative frequency curve. These ogives are classified as
‘less than® and “more than’ types. In case of ‘less than’, cumulative frequencies are
plotted against upper boundaries of their respective class intervals. In case of ‘more
than’ type, cumulative frequencies are plotted against upper boundaries of their
respective class intervals. These ogives are used for comparison purposes. Several
ogives can be compared on same grid with different colour for easier visualisation and
differentiation. :
Ex:

Marks (CI)  No. of frequencies (f) Mid-point Cum. Freq. Less than Cum. Freq, More
than

15 ~ 25 5 20 - S

25 - 35 3 0 8 25

35 - 45 7 40 15 22

45 - 55 5 50 20 15

55 - 65 3 60 2 10

65 - 75 7 /7 0 7
30 | : ' =

. Sanwmadranins /

u- ',_,__,,,-f"'-

T L T T T T T T T T T
i e L1 5D &0 ip

YpperBoundary (€1}

Less than Cumulatlve Frequancy

Fig. Less than Ogive diagram
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1D b T ] ap L] ] (1] in

Loewer Bowadary (€ 1)

Fig. More than Ogive diagram

In this example, the y-axis is the number of children and the x-axis is the height.
In general, the chart will show a normal distribution, which means that the majority
of occurrences, or in this case children with a certain height, will fall in the middle
column. In a histogram, the height of the column represents the range of values for
that variable. o ;

189




Unit 10 O Application of Statistical Techniques

Structure
10,1  Introduction
10.2  Measure of Central Tendancy

10.2.1 Mean is of three types and they are arithmetic mean, geometric
miean and harmonic mean.

10.2.2 Median
10.2.3 + Mode

10.3  Measures of Dispersion

10.4  Probability .

10.5  Family of Distributions
10.5.1 Normal Distribution :
10.52 Poisson Distribution

10.6  Hypothesis testing

10,7  Correlation

108 Non-Parametric Tests

109 Relerences : '

10.1 Introduction

This unit is the basic foundation of descriptive statistics which quantitatively summarises
features of numerical information. It includes measure of central tendencies, measure.
of dispersion, probability theory, distributions, parametric and non-parametric statistical
tests.

10.2 Measure of Central Tendancy

" A measure of central tendency is a single value that attempts to describe a set of data
by identifying the central position within that set of data. As such, measures of central
tendency are sometimes called measures of central location. They are also classed as
summary statistics. Central tendency works as reference point indicating the -
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distribution’s scatter around a central point. A measure of central tendency (also
referred to as measures of centre or ceniral location) is a summary measure that
attempts to describe a whole se_t of data with a single value that represents the
middle or centre of its distribution. : :

It is the standard way of describing a large set of data by calculating a representative
standard number popularly known as Average. It can be also thought as the fipures/

distributions is grouping around a central point. There are three types of averages-
Mean, Median and Mode

10.2.1 Mean is of three types and they are arithretic mean, geﬁmetric mean and
harmonic mean, '

Arithmetic mean_; The mean, or more precisely the arithmetic mean, is sixﬁpl}r the
arithmetic average of a group of numbers (or data set) and is shown using a bar ()
symbol. So the mean of the variable x is pronounced “X-bar” (x).

Ungrouped data:- It is calculated by adding up all of the values in a data set and
dividing by the number of values in that data set:

o '

i@ 5 . |

For example, the prices of 5 books in Rupees are 100.50, 125,50, 123, 145, 126..
The mean of this data would be

100.50 +125.50 + 123 + 145 + 126 _ 620

5 RPN _

Grouped Data:- Let X be a variable and x KRy X Ko XX, are the mid-values.

of n class intervals and f.f,,f,,f,.f;..f, are the frequencies of the n-class intervals. The
mean is calculated as- '

¥=

X
E—- = Rs.124/-
n

Yo XULA%202+4 533+, +xnfn | T, xiefl
f1482+ (3 4.0k LN

Here X is the weighted mean of X, X,,%;.....x, and frequencies are the weights.

Example:- A departmental Library has 320 books and the prices of each books are
tabulated in an interval for and the number of books are tallicd along with each price
group range. What is the mean value of price for the library collection?
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Price hf_ Bnuks(_[_NR} Frequency Mid-value Product
X : 3l iy £ X, i X,

50-99 6 74.5 - 447
100-149 10 124.5 1245
150-199 25 174.5 4362.5
200-249 36 e o el 8082
250-299 14 274.5 3843
300-349 18 G 7 5841
350-399 19 o A 374.5 71155
400-449 A 56 424.5 23772
450-499 63 ! 474.5 _ 29893.5
500-549 12 5245 6294
550-599 14 574.5 -0 8043
600-649 19 624.5 11865.5
650-699 28 674.5 18886
Total 320 129690

The weighted mean is, Eri,:;f;i = % = Rs.405.28 /-

Geometric Mean: The Geometric Mean is calculated by taking the nth root of the
product of a set of data.

g ==/, x,

i=1 ™M

: o
logg = —ZIQg X
ni:l

For example, if the set of data is: 1,2,3.4.5
The geometric mean would be calculated:

g=V1x2x3x4 X5=(1x2x3 x4 )
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1 : 1 |
logg = g'u:agL'l x2x3x4 x5)=—(logl + log2 +log3 +log4 ~logh)
n

Thus we get,

1 %
logg = —Zlogxl
i

=1

When to use the geometric mean

The arithmelic mean is relevant at any time several gquantities add together to produce
a total.

The arithmetic mean answers the question, “if all the quantities had the same value,
what would that value have to be in order to achieve the same total?”

In the same way, the geometric mean is relevant any time several guantities multiply
together to produce a product. ;

The geometric mean answers the question, “if all the quantities had the same value,
what would that value have to be in order to achieve the same product?”

For example, suppose you have an investment which returns 10% the first year,
50% the second year, and 30% the third year. What is 1is average rate of return?

1t is not the arithmetic mean, because what these numbers mean is that on the first
year your investment was multiplied (not added to) by 1.10, on the sccond year it was
multiplied by 1.50, and the third year it was multiplied by 1.30.

The relevant quantity is the geometric mean of these three numbers,

It is known that the geometric mean is always less than or equal to the arithmetic
mean (equality holding only when A=B). ‘

The proof of this is quite short and follows [rom the fact that (“A “ “B )* is always
a non-negative number,

Harmonic Mean

The arithmetic mean cannot be used when we want to average quantities such as
speed. '

Consider the example below:

Example 1. The distance from ny house to town is 40 km. T drove to town at &
speed of 40 km per hour and returned home at a speed of 80 km per hour. What was
my average speed for the whole trip?
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Solution: If we just took the arithmetic mean of the two speeds T drove al, we
would get 60 km per hour.

This isn’t the correct average speed, however: it ignores the fact that T drove at 40
km per hour for twice as long as 1 drove at 80 km per hour.

To find the correct average speed, we must instead calculate the harmonic mean.

For two quantities A and B, the harmonic mean is given by,

. 2 Z  24B
zyi= B3 T 4R
A B AR

For N guantities: A, B, C......
N N

i 4 i
e N
) +§+c+ +“1 Ef:1 z

Harmonic mean (for ungrouped data ), h =

B

Let us try out the formula above on our example:

H " 2A8
AUIMONIC medn = A+E

Our values are A = 40, B = 80.

IXSDKBO 400 .
40480 7 120 H" 53,333

Is this result correct? We can verify it.

In the example above, the distance between the two towns is 40 km. So the trip
from A to B at a speed of 40 km will take 1 hour. The trip from B to A at a speed
to 80 km will take 0.5 hours. The total time taken for the round distance (80 km) will
be 1.5 hours. '

The average speed will then be
= km/ br =53.33 km/ b

Therefore, harmonic mean =

N
Weighted harmonic mean(Grouped Data) H= i __LL [f; is frequency of occurrence
e (]

of x.]
The harmonic mean also has physical significance.

10.2.2 Median

The median is the “middle value” in a set. That is, the median is the number in the
center of a data set that has been ordered sequentially.

194




For example, let’s look at the data in a data set: {10,14,86,2.68,99.1}. What is its
median? '

e First, we sort our data set sequentially: {1,2,10,14,68,85,99}

e Next, we delermine the total number of observations in our data sel (in this

case, 7.) .
e Finally, we determine the central position of or data set (in this case, the 4ih
position),

S0, the number in the central position is our median - {1,2,10,14,68,85,99}, making
14 our median,

An easy way to determine the central position or positions for any odd sel is to take
the total number of points, add 1, and then divide by 2,

If the number you get is a whole number, then that is the central position.

If the number you get is a fraction, take the two whole numbers on either side.

Because our data set had an odd number of points, determining the central position
was easy - it will have the same number of points before it as after it.

But what if our data set has an even number of points?
~ Let’s take the same data set, bat add a new number to it: {1,2,10,14,68,85,99. 100
What is the median of this set?

When you have an even number of points, you must determine the two central
positions of the data sel.

So for a set of 8 numbers, we gel (B+1)/2=9/2 =4 1/2, which has 4 and 5
on cither side.

Looking at our data setﬁ we sec that the 4th and 5th nunibers are 14 and 68. From
there, we return to our trusty friend the mean to determine the median.

(14 + 68) /2 = B2 /2 =41,

# Find the median of 2.4, 6, 8

firstly, we must count the numbers to determine it is odd or even
Here we can see il is even so we can write:
M= (4+6)/2=10/2=5 [5 is the median of above sequential numbers]

10.2.3 Mode

The mode is the most common or “mosl frequent™ value in a data set. It shows central
tendency of a data sct by the expression of the value(s) which occurs most frequently.

Example: the mode of the following data set (1, 2, 5, 5, 6, 3) is 5 since it appears
twice.
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This is the most common value of the data set.

Data sets having onc mode are said to be unimodal, with two are said to be bimeodal
and with more than two are said to be multimodal,

An example of a unimodal dataset is {1, 2, 3,4, 4, 4, 5,6, 7, 8, 4, 9}, The mode
for this data set is 4. :

An example of a bimodal data set is {1, 2, 2, 3, 3}. This is because both 2 and 3
are modes.

Please note: If all points in a data set occur with equal frequency, it is equally
accurale to describe the data set as having many modes or ho mode,

Unimodal Bimodal Multimodal

Figure:- Three types of modal distribution

It must also know that, some distributions do not contain any mode value such as
reverse | shaped distribution, U-shaped distribution ete.

Figure:- No mode found for the distributions

196



Relationship of the Mean, Median, and Mode:

The relationship of the mean, median and mode to each other can provide some
information about the relative shape of the data distribution, If the mean, median, and
made are approximately equal to each other, the distribution can be assumed to be
approximately symmetrical. If the mean > median > mode, the distribution will be
skewed to the left or nepatively skewed. If the mean < median < mode, the distribution
will be skewed to the right or positively skewed.

{a) Megatively skewed {b) Normal (no skew) (¢} Positively skewed
WMean
Median
Mode Mode : Mode

Madian

Frequency

1
1
|
|
|
[
k
oy
i
[}
1

Negative diraction The normal curve Pogitive direction
represents a perfectly
symmetrical distribution

Figure:- Skewness

10.3 Measures of Dispersion

It is not always possible to understand the nature of data only by determining several
-central tendency measurements. Central tendeney only shows the average value or a
central point of a variable. Statisticians also study measure dispersion or spread of
data from a central reference point.

Measures of dispersion are needed for four basic purposes:

(i) To determine the reliability of an average.

(ii) To serve as a basis for the control of the variability.

(iif) To compare two or more series with regard to their variability.

(iv) To facilitate the use of other statistical measures.

Measures of variation point out as to how far an average is reépresentative of the
mass. When dispersion is small, the average is a typical value in the sense that is
closely represents the individual value and it is reliable in the sense that it is a good
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estimate of the average in the corresponding universe. On the other hand, when
dispersion is Jarge the average is not so typical, and unless the sample is very large,
the average may be quite unreliable. It is also possible that distributions might have
same mean values with different scatter over the interval space. In such cascs,
representativeness of central tendency about the populations from sample data sets
might estimate very crroneous assumptions.

i
Figure:- Three distributions having same mean with different scattering

Another purpose of measuring dispersion is to determine nature and cause of variation
in order (o control the variation itself, In matter of health, variations in body temperature,
pulse beat and blood pressure are the basic guides to guides to diagnosis. Prescribed
treatment is designed to control their variation. In industrial production efficient
operation requires control of quality variation, the cause of which are sought through
inspection and quality control programmes. Thus megsurement of dispersion is basic
to the control of cause of variation. In engincering problems measures of dispersion
are often especially important. Tn social sciences a special problem requiring the
measurement of variability is the measurement of “inequality” of the distribution of
income or wealth, ete,

Measures of dispersion enable a comparison to be made of two or more series with
regard to their variability. The study of variation may also be looked upon as a means
of determining uniformity or consistency. A high degree of variation would mean little
uniformity or consistency whereas a low degree of variation would mean great
uniformity or consistency, The measurements of dispersions are discussed as follows-

198



A. Range-It is the difference between the highest data point and the lowest data
point. Suppose in a library the number of books issued are 12, 15, 48, 96, 36,
23, 41, 25, 36, 14, 25, 85, 76, 45, 21. So, the range of the distribution is (96-
12)=84. Th given data is scattered (o 84 data points from the lowest value. The
range is expressed in terms of its lowest and highst value: 96 - 11.
Inter-Quartile Range:- In descriptive statistics, the interquartile range (IQR),
The interquartile range (IQR) is a measure of variability, based on dividing a
data sct into quartiles. Quartiles divide a rank-ordered data set into four equal
parts. The values that divide each part are called the first, second, and third
quartiles; and they are denoted by Q1, Q2, and Q3, respectively. Tt may be
stated as the midspread or middle 50%, or technically H-spread, is a measure
of statistical dispersion, being equal to the difference between 75th and 25th
percentiles, or between upper and lower quartiles, IQR = Q3 “ Q1.

. IR
—_—]
Q1 03
Q1 - 15 % IQR j 03 + 1.5 % IQR
St o ]
. Median

~4g L3p: <20 ZilaF b | 20 3o 4o

—2.6080 ~0.67450 0.67450 26080

> e
5 AR

< FABRY . B0% 1 24.65%

e e e o o T i |

—ia —3a —ig =la o 1o 2o 30 L1

1573% | GB21%  1573%>e
—il =30 -2a —_i:;r D'u l.r.'l' 2||:r 3.0 i

Figure:- Nlustrations of 10R
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Example:-

Serfal No| 1 2 4 3 f 7 8 g9 1] 11 g O
Values 12 | 22 25 | 29 |36 | B9 47 B0 | 65 | 76| BB | 991 121
Quartiles QI Median Q3

Q2

So, IOR= 03-Q1 = (88-29) = 59

Skewness:- Tt is a measure of the asymmetry of the probability distribution of
a real-valued random variable about its mean. The skewness value can be positive
or negative, or even undefined.

Negative skew: The lefl tail is longer; the mass of the distribution is concentrated
on the right from mean. The distribution is said to be lefi-skewed, lefi-tailed,
or skewed to the left.

Pasitive skew: The right tail is longer; the mass of the distribution is concentrated
on the left from the mean position, The distribution is smd to be right-skewed,
right-tailed, or skewed to the right.

A A

L
i ——
|

S SR L

Nenative Skew Positive Skew

Figure:- Types of Skewness

MeEcn —made

Skewness =

srondard naviation

C. Mean Deviation:- Tt is though rarely used in practice, still it is a basic

measurement of dispersion. Let X, X, X5 X4 Xe..X, be n dafa poitts /
observations and ¢ is the mean. If d; = (x; - ¥ ) is the mdmdu&l difference from

the mean {i=1,2,3.4,5....n), then
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Taking the previous example ,

12+15+48+ 9ﬁ+3{}+2‘3+%+i4+25+85+’?6+46 + 21
15

mean (¥)= = d{)

Deviation is calculated as-
Id,| = 112-40l= |-28] = 28 |, Id | = 115~ 40l= |-25] = 25 and so on.
Mow, mean deviation is —

284254 8+56+4+1541+154+4+26+15445+36+5+19

MDD = 15

_ 302
15 =20.133

C. Root Mean Square Deviation — This the most f'rcqucntiy used to measure
dispersion of a particular variable but not among the variables.

i i,
Variance- It is denoted by and defined as = 42 ZZ_EM

Here, x, are the value of the variable for i=1,2,3,...n. For groupd data, it may be

. 4 F;J(x—i")zfi |
dfind as- 07 == zﬁi, here x, are the mid-values and f; are the

frequncies in the i-th class.

D. Standard Deviation- The standard dfwmlmn of a distribution is the square
root of variance and denoted by o (sigma). In addition to expressing the
variability of a population, the standard deviation is commonly used to measure
confidence in statistical conclusions. For example, the margin of errot in polling
data is determined by calculating the expected standard deviation in the results
i the same poll were to be conducted multiple times. This derivation of a
standard deviation is often called the “standard error” of the estimate or “standard
ervor of the mean” when referring to a mean. Tt is computed as the standard
deviation of all the means that would be computed from that population if an
infinite number of samples were drawn and a mean for each sample were
computed. 1t is very important to note that the standard deviation of a population
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and the standard error of a statistic derived from that population (such as the
mean) arc quite different but related (related by the inverse of the square root
of the number of observations).

Example:- Suppose in a library the number of books issued are 12, 15, 48, 96, 36,
25,41, 25, 36, 14, 25, 85, 76, 45, 21 (for 15 days).Find the standard deviation.

12415448496 +36+25+41+25+36+14+254 85+ 764+ 46+21
15

1
T el
= 20.322

Standard Deviation, o = 426.322 = 5,130515

mean (%) =40

So Variance is,

E. Co-efficient of Variance(C.V)) = 100 *

Mean deviation and standard deviation are expressed in terms of the variable.
S0 these two can’t be used to compare different series of data . C. V. is the
percent of variation in its mean while considering standard deviation as the
lotal variation in its mean. C.V. thus can be conveniently used to compare
deviations among different series of data. ;

Example -1:- C.V. of the previous example = e 1%%515 *100=12.82%

It is to be interpreted as 11.82% variability present in the data.

Example-2:- Two libraries have their own cataloguing section and the number of
books catalogued are to be compared in order to measure their variability(for
7 days).

Library-1 :- 125,123,145,129,75,85,90 books in 7 days

Library-2 :- 139,168,145,125,147,99,102 books in 7 days

Answer: For Library 1, mean (u) = 110.2857 , Standard Deviation(g)= 26.55004

T 26,5504 .
C.V. r 100 = 1109857 100 =24 .07%

For Library 2, mean () = 132.1429 , Standard Deviation (o) = 25.08936

T 25.08936 & 1110 =
C.V. = 5%100= 4351755 * 100 = 18.986% ~19%

it can be concluded as Library A has greater vanahll_:ty in their data (no. Of books
catalogued).
C.V. can also be measured with respect to median value instead of mean value.

202



10.4 Probability

Probability is the measure of the likelihood that an event will occur. Probability is
quantified as a number between 0 and 1 (where 0 indicales impossibility and 1 indicates
certainty). The higher the probability of an event, the more certain that the event will
occur, A-simple example is the lossing of a fair (unbiased) coin. Since the coin is
unbiased, the two outcomes (“head” and “tail”) are both equally probable; the probability
of “head” equals the probability of "tail." Since no other oulcomes are possible, the
probability is 1/2 (or 5(0%), of either “head™ or “tail”. In other words, the probability
of “head” is | out of 2 ontcomes and lhe probability of “tail” is also 1 out of 2
outcomes, expressed as 0.5 when converted to decimal, with the above-mentioned
quantification system, This type of probability is also called a priori probability.

These concepts have been given an axiomatic mathematical formalization in
probability theory, which is used widely in such areas of study as mathematics, statistics,
finance, gambling, science (in particnlar physics), artificial intelligence/machine
learning, computer science, game theory, and philosophy to, for example, draw
inferences aboul the expected frequency of events. Probability theory is also used to
describe the underlying mechanics and regularities of complex systems.

Random Variables and Expectations-

e Random Experiment: An experiment whose outcomes are determined only
by chance factors is called a random experiment. Example:- Tossing coin(s),
choosing an object from the lot without any bias, throwing two dices ete.

e Sample Space: The sct of all possible outcomes of a random experiment is
called a sample space. Example:- each result of two dices.

e Event: The collection of none, one, or more than one outcome from a sample
space is called an event. Example:- Sum of results of two dices.

¢ Random Variable: A variable whose numerical values are determined by chance
factors is called a random variable. Formally, it is a function from the sample
space fo a set of real numbers.

# Discrete Random Variable: If the set of all possible values of a random variable
X is countable, then X is called a discrete random variable. Example:- number
of students absent in a class, number of heads after flipping a coin 10 times,
number of white marbles in a jar where red, blue, white and green marbles are
present, student’s mark in mathematics in final semester ete. :

o Probability of an Event: If all the outcomes of a random experiment are
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equally likely, then the probability of an event A is given by-

Bk S = Number of outcomes in the event A
| (&) = Toral number of outcomes in sample space

| e Probability Mass Function (pmf): Let R be the set of all possible values of
a discrete random variable X; and f(k) = P( X = k) for each k in R. Then f(k)
is called the probability mass function of X, The expression P(X = k) means
the probability that X assumes the value k.

Example:- Suppose a [air coin is flipped 3 times. Let X denote the number of
heads that can be observed out of these three flips, Then X is a discrete random
variable with the set of possible values {0, 1, 2, 3}; this set is also called the
support of X. Probable oulcomes constitute the sample space and here it is 2°
= 8. They are-

{HHH; HHT;HTH; THH:HTT; THT; TTH; TTT)

All the possibilities are equally likely and its chance of occurrence is 1/8. Now,
let’s analyse the result to understand PME

Chance of occurring No head: 1/8 i.e. TTT

Chance of oceurring 1 head: 3/8 i.e. HT'T, THT and TTH

Change of occurring 2 head: 1/8 i.e. HHT, HTH and THH

Chance of occurring 3 head: 1/8 i.e. HHH

The probability distribution of X can be obtained similarly and is given below:

K: 0 I 2 3
P(X=k) 1/8 3/8 3/8 1/8
So, the PMF can be defined as-

Pox=k) = (7)( 4 )Jt (1-4)" k=0,1,2,3

As the outcome of each flip is binomial type, so it is also known as binomial
(3, 1/2) mass function,

® Continuous Random Variable: If the set of all possible values of X is an
interval or union of two or more non-overlapping intervals, then X is called a
continuous random variable, Example:- Height of students in a class, weight
of students in a class etc.
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Dems iy

Probability Density Funetion:- A continuous random variable takes on an
uncountably infinite number of possible values. For a discrete random variable
X that takes on a finite or countably infinite number of possible values, we
determined P(X = x) for all of the possible values of X, and called it the
probability mass function (“p.m.f.”). For continuous random variables, the
probability that X takes on any particular value x is 0, That is, finding P(X =
x) for a continuous random variable X is not going to work. Instead, we’ll need
to find the probability that X fails in some interval (a, b), that is, we’ll need
to find P(a < X < b). We’ll do that using a probability density function (“p.d.f7),
For continuous random variable X, probability distribution function of X is a
function f(x) such that any two numbers a and b with a < b,

Pla<x<b)= f! fx)dx

It signifies that, the probability that X takes on a value in the interval [a, b] is
actually the area under the graph of the density function. That’s why, this graph
is also known as density graph.

Example:- Suppose 100 temperature readings are taken within an interval [-
4 to +4]. The density curve of such 100 numbers is as following-
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Now, | want to see 3 points such as 0.45, 1.84 and 2.3 on the curve. These are
the peak values lying on the curve.
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Now the question is what is the probability that the temperature lies between
-1.5 to 1.57 The answer can be found from the following graph-
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i

Continuous Random VWarnable 2

The shaded region is actually area given within the window span. Here area
denoles the probability.
Example-2:- From a library, issuing pattern of users are surveyed as against
the age of books.
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Age of book 0-1 1-2 2-3 3-4 4-5

Frequency of issue 35 63 ‘ 36 45 21

Now, derive the probability of issuing books aged between 0-4 years?

Solution:- First investigate the data, Total number of issues is 220. Now, calculate
the probability of each frequency group which is displayed here in the table-

Age of book 0-1 1-2 23 34 4-5
. Frequency
of issue 35 63 | 56 45 21

Probability | 35/220=0.15 | 63/220=0.29 | 56/220= 0.2545 |45/220= 02045 21/220= 0.09545

Probability of issuing books aged between 0-4 years —
P0d” X d”4) = 0.15 + 0.29 + 0.2545+ 0.2045 = 9.899

10.5 Family of Distributions

Distribution can be defined as a stream of data or a data set which are continuous of
discrete in nature. In another word, “distribution of a statistical data set (or a population)
1s a listing or function showing all the possible values (or intervals) of the data and
how often they occur”. In probability and statistics, a probability distribution is a
mathematical function that, stated in simple terms, can be thought of as providing the
probability of occurrence of different possible oulcomes in an experiment. For instance,
if the random variable X is used to denote the outcome of a coin toss (‘the experiment’),
then the probability distribution of X would take the value 0.5 for { X=Heads} and 0.5
for {X=Tails}. ¥

In more technical terms, the probability distribution is a description of a random
phenomenon in terms of the probabilities of events. Examples of random phenomena
can include the results of an experiment or survey. A probability distribution is defined
in terms of an underlying sample space, which is the set of all possible outcomes of
the random phenomenon being observed. The sample space may be the set of real
numbers or a higher-dimensional vector space, or it may be a list of non-numerical
values; for example, the sample space of a coin flip would be {Heads, Tails}.

Probability distributions are generally divided into two classes. A discrete probability
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distribution {app'lic:ahlc to the scenario where the set of possible oulcomes is discrete,
such as in a coin toss or a flip of a dice) can be encoded by a discrete list of the
probabilities of the outcomes, known as a probability mass tunction. On the other
hand, a continuous probability distribution (applicable (o the scenarios where the sel
of possible outcomes can take on values in a continuous range (e.g., real numbers),
such as the temperature on a given day) is typically described by probability density
functions (with the probability of any individual outcome actually being 0). The
normal distribution represents a commonly encountered continuous probability
distribution. Mote complex experiments, such as those involving stochastic processes
defined in continuous time, may demand the use of more general probability measures.

Example:- A typical project analysis at a firm. Most estimatcs that go into the
analysis come from distributions that are continuous; market size, market share and
profit margins, for instance, are all continuous variables. There arc some important
risk factors, though, that can take on only discrete forms, including regulatory actions
and the threat of a terrorist attack; in the first case, the regulatory authority may
dispense one of two or more decisions which are specified up front and in the latter,
you ate subjected to a terrorist attack or you are not. ' '

With discrete data, the entire distribution can either be developed from scratch or
the data can be fitted to a pre-specified discrete distribution. With the former, there are
two steps to building the distribution. The first is identifying the possible outcomes
and the second is to estimate probabilities to each outcome. Here two distributions are
discussed- Normal and Poisson distribution.

10.5.1 Normal Distribution :

Normal distribution is a family of distributions which takes the shape of symmetrical
bell shaped curve. It is also called the “Gaussian curve™ after the mathematician Karl
Friedrich Gauss, Notmal distribution is essentially 4 continuous distribution by nature.
When a process is repeated again and again, data found from the process is usually
following this distribution. The form of the Normal distribution is broadly the shape
of a bell, i.e. a symmetric smooth form with a single mode that is also the location
of the mean and median. Either side of the mode there is a point of inflection of the
bell curve which is one unit {one standard deviation) [tom the mean (illustrated by the
horizontal line it the graph above). Beyond this point the curve extends towards the -
axis asymptotically, with a theoretical extent (o infinity in both directions. Example:-
machine fills rice in sacks, IQ of population, temperature of normal human being,
amount of water consumed by a human being on daily basis and 5o on,
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As normal distribution is symmetric, f(x) = f(-x) and density function of the
normal probability distribution is —

Y = f(x) = p[—-( H

The value of x lies between =" to +7. Here, o is the standard deviation and mean
is . :
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Figure:- Normal Distribution

A perfect normal curve usually has the same mean, median and mode in the
population, 50% of the cases fall above the central point and the rest 30% fall below
the central point. If the measures of central tendency are not equal, the: distribution is
distorted which are measured by skewness and curtosis. The central point of the curye

" is the mean. :

Let &=

=
]
=

The variable t is called as standard normal variate. It can be casily verified that,
mean(p) =0 and standard deviation ¢ =1. The probability that an observation. lies
between t and t+dt is given by-
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1O = =exp [ %] dt
The probability that x lies between (u-0 ) and (u+o ) is 68.27%
The probability that x lies between (1-26 ) and (u+2 ) is 95.45%
The probability that x lics between (p-30 ) and (u+3o ) is 99.73%
In practice, normal distribution is largely used to find the probabilities
Some of the properties of normal distribution are-
a. It is unimodal i.e. only one mode value is present.
b. The area under the curve over x-axis is unity ie. 1.
c. Density of normal distribution is log-concave and infinitely differentiable,

Standard Score:- In statistics, standard number is the signed number of standard
deviations by which an observation or data is above or below the mean. The normal
curve is always described with respect to standard score. Z score and T score are such
standard score. Z score is defined as —

i, Al
Z= - Lt = Mean and o = standard deviation of population ]

The deviation is measured from the mean and the z score is scaled below or above
the mean point. Always a predictive interval is set (L= lower limit and U= Upper
limit) within limits. For Z of x is given by- :

I Foh § e
P(—”-::zc: “)::r
Lo} L1}

Z-score allows to decide whether the sample mean and deviation is significantly
dilferent from population or not. For, a Z-score one has to know- population mean,
population standard deviation, sample mean, sample deviation. For large value of n
of a sample(if this follows normal distribution), with the help central limit theorem,
standard deviation to be taken as oD (“n) .

Another standard score in practice is T-scores. It is difficult to know mean and
standard deviation of entire population before-hand. Statisticians (ry to esiimate mean
and variance from samples with those of population to an optimized mark, Knowing
a value as reference point does not always comply with comparison while testing
Against popuiation sub-set or unknown experiment. For an unknown distribution, even
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by making a normal curve, Z-score can intervene little with an limitation upto two

sigma{d‘]!ave!. But if for this unknown distribution mean is shifted new value

probability of existence with the help of normal curve might pose an erroneous result
that’s why T-score is used in such cases.

. x=X

e [ is sample mean and s is sample standard deviation]

Confidence Interval and Level of Significance:-

Confidence interval is a type of interval estimate of a population. If an experiment is
repeated , the data as output are not same for each test. Confidence interval signifies
a range of values that take a close approximate of unknown population parameters, A
90% confidence level means that we would expect 90% of the interval estimates (o
include the population parameter; A 95% confidence level means that 95% of the
intervals would include the parameter; and so on. A 95% confidence interval does
not mean that for a given realised interval calculated from sample data there is
a 95% probability the population parameter lies within the interval, nor that
there is a 95% probability that the interval covers the population parameter. For
a variable asymptotically following a normal distribution with mean zero and one
standard deviation and H_ is true, for large n -

x— - x— | | :
P{TE < 1,95} = 095 P{ ot £ 1.4_55} = 090 and P{%;—E < 2,53} = 099
T fTT T

A general form of representing such Z value is-

¢l

The 95% confidence interval for p

- p
[i]
"Irwrﬁ

iiﬂa;?} =1l-a




From the above picture it is understood that, if the value x under consideration is
found to be within the dotted region within the curve it is found to be within 95%
confidence interval. If the value z lies in the lined region then it is known as critical
region, The limit of the interval it is found that, the lower limit is (u-20) and upper
limit is (u+2a). ¢ is an arbitrary number which is selected to determine the critical
region and also known as level significance of the test. If the computed value of z

lies in the critical region with 95% confidence mlf.:nml it signifies null h}’pDT.hEblS is
to be rejected [z: Izl > 1.96]. : .

-196=2"& <196
crhl"E '

It contains two algebraic inequalities which are equivalent to

F-1.96-L < u<T+1.96 :
T Kt ;:;—-1'

I‘Im states that it is with 9‘?% confident the pﬂpuldu(m avcraga (W) lies in the
mtcrvai

21969 ; 541.96—-C } '-
[I u"E 3 ;n-—l .

A 99% confidence interval is sirnj'Iarly- given by

X—2.5715 ¥ 42575 -2 }
[i 'ﬁ? A Jr.t—l
ixample-1:-

A sample of 101 books in library gives an average length of the u:ft:rence list of 83.3
references (hen.e . The standard deviation is 5 = 11.15. Determine a 99% confidence

interval for the real average length of a reference list over all books in the library.
Solution

The confidence interval we want is given by —

(833 - 25?5%% ;33.34—2.5?5%%]_[3&2 354],

So the real average p is
80.2 d” p d” 86.4

1.5.2 Poisson Distribution

“Itis a discrete probability distribution that expresses the probability of a given number
of events occurring in a fixed interval of time and/or space if these events occur with
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a known average rate and independently of the time since the last event” . Here, the
probability of occurring an event(p) is low and the event can occur 0,1,2,3,4.....n times
within an time interval. The average number of events in an interval is called event
rale and it’s denoted as lambda (}). So, the probability of occurring an event k in an
interval is given by (Probability Mass Function)—

AR
k!
A is the average number of events per intérval (event rate)
¢ 15 euler’s number, the base of natural logarithm

Kl =%k *(2) ¥{k-3)..3%2% |

P(K event in an interval) = k=0,1,2,34,5.........

Example

1. Number of meteors striking air layer with diameter greater than 5 metre.

2. Number of road accidents in X road in a year

3. Number of patients coming to hospital with bum injury

4. Decay rate of radivactive elements or half-life of radioactive elements

5. Numbet of time a book issued in a library in a particular year

6. Number of requests of a journal by researchers in May,2015

1. Number of hooks re-issued in X subject from Y department and so on.

In Poisson Distribution, though p is very small but np= A is not ncgligible. More
precisely,

 Mean (n) = Zk kP{k) = A (Event Rate)

oo

o0 4

1 I5 : : ; _‘Il_'l

e b

213




Problem-1:- Average number of flats sold per month in a town is 40, What is the
probability that, 50 tlats would be sold in next month?

Solution: Here, J, = 40 and the event expected to occurred is k= 50. So the equation

Tl T E-}, }Lk 2~ % 40 50
15 reduced Lo, B = — =
( ) k! 50!

L]

=:.?‘1523_ vl = 0.01770

50!

Ans. The probability of selling 50 (k=50) flats in next month is 0.01770
Thus the probability of selling 60 (k= 60) flats in next month is 0.000678
The probability of selling 30 (k= 30) flats in next month is 0.0184654 .

10.6 Hypothesis testing

Hypothesis is an assumption which may or may not be true. Statisticians use this to
infer about a population with the information from the sample at hand. Methods for
inferring involve statistical test about hypothesis with the laws of probability and
theoretical distributions. The statement as a form of hypothesis to be put on statistical
test is known as null hypothesis. If null hypothesis is found false, an alternate statement
is to be stated to cstablish the outcome from the statistical test and this is known as
alternate hypothesis. For example, suppose a librarian wants to buy a special resource
discovery system from vendor. The vendor claims that the system retrieves p proportion
(on average) of relevant e-resources. Now the librarian is conducting an experiment
by retrieving e- resources with n different queries, Here X is the proportion of relevant
e-resources and each X from each query is statistically independent and identically
distributed. Now the question is whether the system is delivering as per claim i.e. E(X)
‘= p. This is called hypothesis.

H : EX)=u [Null Hypothesis]

H, : E(X) "™ p  [Alternate Hypothesis]
Not equal to here signifies that, either E(.X.} <p or E(X)=p.
Type-1 Error : Rejecting null hypothesis(H ) when it should have been accepled.
Type-2 Error : Accepting H, when it should have been Iaﬁnaptcﬁ, |

« 214



In hypothesis testing, null hypothesis is tested (E(X) = p) against one of the
following alternate hypothesis testing:

a. B(X) < p
b. E(X) > p

Under such conditions, critical values are given by-

g P{ Zj—za]zl-—fr

e

by E(X) < p

¢) H, :EX) “p

If the critical region is chosen such that it lies either in left side or right side of the
curve, then it is known as one-sided test. Otherwise it is called two-sided test(see
figure-c).

Testing of significance with single known mean

Example-1:- In a library, average time taken to catalogue a book is 18 minutes with
o=5 minutes. Now, a sample of 36 books are taken and § = 20 minutes. Determine
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by statistical test whether the sample is too differing from the population mean? [
Given at 95% CI, 12:2] = 1.96 ]

Solution:- Z-test can be used here to determine the difference.

H,: p=18
HI 2 St b
sy 20-18 e
7= (X — e/ Vrm Sgvee = g 24

Now, IZI > 1Z - |, calculated 7 vaiuﬂ is greater than theoretical Z value and therefore

the value iz lying at the critical region. In effect null hypothesis is rejected. Tt is
concluded that the sample is showing considerable difterence in its mean from the
population mean.

Example-2:- A special scarch engine is inducted in information management system
of an organisation. The developing vendor have claimed that, it can retrieve 80% of
relevant documents from different widgets with o= 0.13 . Now, the librarian is

performing a sample test with 20 queries and found the following proportion of
relevant documents-

0.85, 0.89, 0.87, 0.96, 0.87, 0.81, 0.78, 0.83, ﬂ,ﬁs, (.78, 0,75, 0.89, 0.99, .69,
0.76, 0.87, 0.80, 0.80, 0.81, 0.78.

What the librarian would decide from the sample?
Solution:- H,: E(X) = 0.80
H, : E(X) *“ 0.80
Assuming X follows an nnrmal distribution, at o=0. {]S we will tally |Z| value with
1Z il =1.96

Here = (.82 (from 20 sample points) and n=20.

Z=(X-p) f{afﬂ}=%=ﬂ.ﬁ33

Now I1Zl < ll, therefore null hypothesis is accepted i.e company’s claim is nol
different from the sample mean and the system is performing satisfactorily.

Testing of significance between two means:-

Problem-1:- A new procedure has been implemented in a library to deal with reference.
services and training was given to a group of library staffs. Staffs are divided in two
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groups. One group works with old method and the second group works with new
method and the efficiency is to be determined from the working efficiency from two
methods,

1* Group(Old Method) processes 100 requests in a mean time of 6 minutes and s.d.
2 minutes

2" Group(New Method) processes 150 requests in a mean time of 4.5 minutes and
s.d. 1.7 minutes

Test for the significance of the difference between mean times (at 0=0.05, ll = 1.96).
Solution:- For old method: = 6 minutes and o = 2 minutcs

For new method: = 4.5 minutes and o, = 1.7 minutes

HU‘ = }.;-I:fz
H, ¥ £,
For 2 sample mean test, Z= _12—_x2_2_
e Rt
H,E !‘12
= bode o Lo _1J_ 61652
J 239 0.04+00192 02433~
100 © 150

As 1ZI > II, null hypothesis is rejected and alternate hypothesis is accepted. There

is significant difference between the means of two samples.

Testing of signiflicance for unknown o (Student t-test):-

In most of the situations the variance (o) of the population(from where sapling is

done) can’t be known beforehand. In such cases o?is estimated from the sample.

Instead of using o’, sample variance is termed as s* . Though s* is not a rcli_abif;
estimate of o -

t== ? [This is known as Huden[ t-test]

Example-1:- Tn a library, the average price of civil engineering hnnkﬂ is Rs. 1400/
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Now, a sample of 40 civil engineering books are selected and found that average
price is 1650/~ and standard deviation(s) is 70. Now determine whether the claim of

~ average price Rs. 1400/ is true or false.

Solution:- From the given problem s = 70 and =1650 and p = 1400
Hy : E(x) = 1400
Hy:  E(x) ™ 1400

At @ = 0.05 with 39 degrees of fieedom, = 2.023 and | t | >
Thercfore null hypothesis is rejected and alternate hypothesis is accepted.

. Conclusion:- There 1s a significant difference between population mean and

sampiﬂ mean. It is quite unlikely that the average price of civil enpincering bnﬂkﬂ is
Rs. 1500/~ .

MNon-Parametric Tests :

Nonparametric statistics are statistics not based cn parameterized families of probability
distributions. They include both descriptive and inferential statistics. The typical
parameters are the mean, variance, etc. Unlike parametric statistics, nonparameltric
statistics make no assumptions about the probability distributions of the variables
being assessed. The difference between parametric models and non-parametric models
is that the former has a fixed number of parameters, while the latter prows lhr: number
of parameters with the amount of training data,

In statistics, the term "non-parametric statistics™ has at least two different meanings:

The first meaning of non-parametric covers techniques that do not rely on data
belonging to any particular distribution. These include, among others: distribution free
methods, which do not rely on assumptions that the data are drawn from a given
probability distribution. As such it is the opposite of parametric statistics. Tt includes
non-parametric descriptive statistics, statistical models, inference and statistical tests.
Non-parametric statistics (in the sense of a statistic over data, which is defined to be
a function on a sample that has no dependency on a parameter), whose interpretation
doecs. not depend on the population fitting any parameterised distributions. Order
statistics, which are based on the ranks of observations, are one example of such
statistics and these play a central role in many non-parametric approaches,
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The second meaning of non-parametric covers techniques that do not assume that
the structure of a model is fixed. Typically, the model grows in size to accommodate
the complexity of the data, In these techniques, individual variables are typically
assumed to belong to parametric distributions, and assumptions aboul the types of
connections among variables are also made, These techniques include, among others:
non-parametric regression, which refers to modelling where the structure of the
relationship between variables is treated non-parametrically, but where nevertheless
there may be parametric assumptions about the distribution.

10.7 Correlation

The guantity called coefficient of correlation measures the strength and direction of
relationship two variables X and Y. Concomitant variation expressed through Correlation
is slanted to statistical reasoning. It tries to answer several queries such as — 1) The
2 variables have an relation which can be led to any predictive direction? 2) Do they
vary in any direction?:

The quantity r, called the linear correlation coefficient, measures the strength and
the dircction of & linear relationship between two variables. The linear correlation
coctficient is sometimes referred to as the Pearson product moment correlation
coefficient in honor of its developer Karl Pearson. Mathematical fnrmula t"ur Pearson

Correlation is-
DR

Jn(ch) (XA () -(3)

‘Here n is the number of data points of x and y variables

ny is sum of the product of paired .smrc of x and y
Zx sum of x score

.ZJ’ sum of y score

in sum of squared x scores

Z y* sum of squared y scores
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‘The value of correlation r varies between -1 to +1 ( -1 d” r d” +1). Positive sign
(+) indicates positive correlation and negative value (-) indicates negative correlation
between two variables (x and y). Correlation measures the extent to which it confirming

to a linear relation of the type y= a+bx.

1
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Figure:- Visualization of data with respect to values of r




Example:- In a library, every year hundreds of new books are added to existing
stock. Number of issues of books to students can be also found after calculating the
issue register. Library managers want to investigale whether addition of new books
have any relationship with book borrowing mentality of students? Data is taken for
a consecutive 10 year interval. :

Addition of

bhooks (x) 350 | 400| 600 | 580 | 1225| 2500 | 1455| 2365 | 1489 | 1648
Books i ' :

sued (y) 1200 | 996 | 789 | 1489 | 2456| 3658 | 2648| 4632 | 1120 | 1789

Solution:- To determine the existing relationship between two variables, pearson’s
correlation can be determined to understand the underi};mg nature.

ny = (3 x)(3 )
() (Ex) (2 )- (2 )

Here, n = 10, 3 xy = 33732492, 5 x = 12612, 3y = 20777, 5 2 = 21372800,
Ey* = 57606807 ki &
Putting the values in the equation, r = 0.8474111. Between two variables there

exists a positive correlation and it can be easily concluded that addition of new books
have a positive relationship or impact on readership among the students,

Po=

10.8 Non-Parametric Tests

Z-tests and t-test are done after an assumption that the sample data are from either
normal or binomial population. For a large sample it tends to follow normal or
binomial distribution. Null hypothesis is always formulated to test against population
means or median or proportions or variance, But in many situations, it is essential to
judge

1. Analysis of similarities

2. Statistical dependence between variables

3. tests for differences in scale between two groups

4, equality of two distributions by using ranks

5. treatments in randomized block designs with 0/1 outcomes have identical effects

221




There are some situations when it is cléar that the outcome does not follow a
riornal ' distribution. These include situations; ;

e when the outcome is an ordinal variable or a rank,
« when there are definite outliers
@ when the outcome has clear limits of detection.

e When categorical data are present,

Advantages of Nnnparaml..tnc Tests

Nonparametric {ests haw: some distinct advantages. With outcomes :-.uch as those
described above, nonparametric tests may be the only way to analyze these data.
Outcomes that are ordinal, ranked, subject to outliers or measured impreciscly are
difficult to analyze with parametric methods without making major assumptions about
their distributions as well as decisions about coding some values (c.g., “not detected”).
As described here, nonparametric tests can also be relatively simple to conduct.

There are several Nonparametric Tests such as —
e Chi-square Test

o Kﬂlmngornv— Smirnov Test

. Wilcoxon blg[}t’.{l -rank test

L Kendall's tau test

e Kendall's W test

o Mann Whitney U test ete.

Chi-5Square Test for 1ud¢pmdmﬂe Thc test is applied when you have two
categorical variables from a single population. It is used to determine whether there
is a significant association between the two vatiables. For example, in an election
survey, voters might be classified by gender (male or female) and voting preference

(Political Partyl, Political Party2, Political Party3). Chi-square ( ¥°) test for
independence to determine whether gender is relaied (o voting preference.

When to Use Chi-Square Test for Independence
The test procedure described in this lesson is appropriate when the _following ccnﬁtinn's

dare met;
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 The sampling method is simple random sampling.
 The variablcs under study are cach categorical.

¢ If sample data are displayed in a contingency table, the expected frequency
count for esch cell of the table is at least 5.

The null hypothesis states that knowing the level of Variable A does not help youy
“predict the level of Variable B, That is, the variables are independent.

H,: Variable A and Variable B are independent, H : Variable A and Variable B are
not independent.

Example:- A survey has been conducted on 100 students of an university to see
‘whether there is any relationship between gender and preference of library use. Out
of 100 students, 50 are male and rest are female, The question is- is there any
relationship between library use and gender. The data is given-in the following table,

User ~ Non-User = Total
Library Use | ' A
Z Sex iy
Male 25 N 25 50
Female 18 32 50
Total 43 57 100

- Solution:- The solution to this problem takes four steps:

(1) state the hypotheses, (2) formulate an analysis plan, (3) analyze sample data and
(4) interpret results. : : |

_ Step-1:+ Hypothesis statement :
H;: Gender and library uses are independent
H,: Gender and library uses are not independent
Step-2:- Analysis Plan

For this analysis, using sample data, chi-square test for independence would be
- conducled as categorical data is present and we can not assume whether they would
follow binomial or normal distribution.
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Step-3:- Analyze sample data

| User Non-User Total
| Library Use () (c,)
| Sex
Male(r ) 26 24 50
- Female(r,) 18 32 . 50
Total 4d 56 100 (N)

Degree of Freedom- df = (r=1)* (e-1) [r= number of row, c;numherlﬁf column]
Df = (r-1)*(c-1) = (2-1)%(2-1) =1

: : ri*Cj

Expected Values - E, = N

r,is the total number of obser vations in the ith row
¢ is the total number of observations in the jth row and N is the total observations
E,is the expected/theoretical frequencies in ijth cell (ith row and jth cﬂlumn}

E = %ETW =122  [expected number of male users]
o B, = -S—ﬁﬁ% =28 [expected number of male non-users]

E, = -44ia—§'[} = 22 [expected number of female ﬁsﬂrs]

E,= Eﬁ =28 [expected number of female non-users]
Now reconstitute the table with expected values-

Library Use User(c,) Non-User(c,) Tntal

Sex
Malefr,) 0,=20 E, =22 0,=2 E,=28 50
Female(r,) =18 B, =122 0,;=32. B=28 S0
Total 44 56 100 (N)
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Here for our understanding, observed values within cells are denoted likewise
notations.

2 =.Z;Z;‘ (G‘}.;EU)"

i

g, 2.26-20"  (24-28"° (18-22)"  (32-28)°
P 22 28 22 28

= 0.72 + 0.57 + 0.72 + 0.57

x* =258
Critical
/ ' N reglon
f_.- 1- alpha=0.95 ' alpha=0.05
; 1l 70
0 xz 3.841

Figure:- Chi-square distribution with I degree of [reedom

As the y* valuc is less than critical value (i.e. 3.841) , value lies within the

acceptance region. So, the null hypothesis is accepted. Gender and library usecs are.
independent and therc is no significant difference among male or female w.r.L. library
uses,
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Unit 11 O Statistical Analysis Using MS Excel

Structure

11.1. Introduction

11.2. Toolbar and Icons

11.3. Working with Data

11.4. MS Egmgl Menu

11.5. Basic Excel Formulas

11.6. Measures of Central Tendency

11. 1. Introduction

A spreadsheet is essentially a matrix of rows and columns. Consider a sheet of
paper on which horizontal and vertical lines are drawn to yield a rectangular
prid. The prid namely a cell, is the result of the intersection of a row with a
column, Such a structure is called a Spreadsheet. ‘.

A spreadshect package contains elecironic equivalent of a pen, an eraser and
large sheet of paper with vertical and horizontal lines to give rows and columns.
The cursor position uniquely shown in dark mode indicates whete the pen is
currently pointing. We can enter text or numbers at any position on the worksheet.
We can enter a formula in a cell where we wanf to perform a calculation and
results are to be displayed. A powerful recalculation facility jumps into action
each time we update the cell contents with new data,

Microsoft Excel is a big worlcsheet (it can take data rows in thousands across 256
columns). This worksheet can be used for data entry and for performing calculations
by click of buttons. MS Excel can be used to create tables and graphs and perform
statistical calculations. The work done in M8 Excel can be easily copied and
pasted to many window-based programs for further analysis. Excel is clearly not
an adequate statistics package because many statistical methods are simply not
available. This lack of functionality makes it difficult to use it for more than
computing summary statistics and simple lincar regression and hypothesis testing.

The MS Excel worksheet is a collection of cells. There are 65,000 (rows) X 256

(columns) cells in an MS Excel worksheet, Each row or column can be used to

enter data belonging to one category. Dala entry in MS Excel is as simple as

writing on a piece of paper. MS Excel assigns each column a field depending

upon the type of data. It supports various data [ormats; one can choose & data :
format by formatting the cells.

11. 2. Toolbar and Icnns

The Excel xa{nrkshcct consist a standard menu bar and different tools as follows:
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TOOLBARS ATD THE IC QNS

Standard Toolbar

DEEo SRy smey T

DNarw

Shorfcut — Cirl + H

Creales anew blank file.
Alfernafive; File = Newr

Sava
daves Lhe aclive fils.

Shorfour — Ctal +3

Alternafive: File — Save

e o IR E"‘j‘_- = 3 -|

Opun
Cipens or finde a fils.
Alfernative: File — Open
Shartout — Cirl + O

=L g

E-plail

Bende conterts of the curment workshe et ag

@ — ¢ body of the eanail mesgage

Shorfaat — Ctel +F

Prind
Prints the active file using current defailia,
Alternanive: File — Print

Peint Pravigm

Spalling

Shortout — Cul + C

Digplays full pages as they are printed, & Checks the spelling in the active file.
Alternative: File — Prnt Preview Pl S Alternafive: Tools — E;Ic]].ing and 2
Shorfout —» Ctel +F2 Cheasnimer
S| Shorfour — FY
i : b

Culs the selection and puls it on the ok
Clpboard. f i
Alarietive: BEdit = Cut - l_ns:rtls the Clipboaed conternts at the
Shorteuf — Cel + X fimcad inssriion point.

Altarnafive; Edit — Fast

Shorfeat — Cirl =V

ﬁ'?lr - =
Copies the seleclion and puts it onthe % Forwal Paintay
clipboard. Coptes the formartivng of the selechon to a
% Alternative; Edit — Copy apecified location.

Sherfouf = Clrl +8hift +C

L

Shortoul — Cirl + 2

Lndo
Ravarene ceortain commands:
Alternafive: Edit — Tlnda

|l

of page.

Shorteut — Ctel + K

Tnrart Hypariinic
Displays the destinatinn objsct, docuamen

Altarnafive: Edit — Repeat

I
5
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Rada
Rewvergos the action of the Undo conumand,
Alternative: Edit — Repeat

o || — Shorteut Gl + Y

Auto Furm
A dds mumbers automatically with the
BUM function, Excel supgesis the range of
celle to be added, If the suggested range is
incermect, drag through the rangs you want;
atid then press ENTER




11.3. Working with Data

Excel can work with fext, numbers, Booleans, dates, times, and formulas into a cell.
Text r

Text is any combination of numbers, spaces, and non-numeric characters. For

example, Excel treats the following entries as fext: 10AA109, 127AXY, 12-976, -

208 4675. All text is left-aligned in a cell by default.
Number

A number can contain only the following characters: 0 123456789 + .
() /. All numbers are right-aligned in a cell by default, Excel ignores leading
plus signs (+) and treats a single period as a decimal,

You can use the following characters to format the number: 8 %., e.g. 1,000,
$13.25, and 57%. All other combinations of numbers and nonnumeric characters
are treated as text.

Boolean
The values TRUE and FALSE are special values called Boolean values. A

Boolean expression in a formula will evaluate (o one of these two values. Note

that surrounding either TRUE or FALSE with quotes, e.g. “TRUE”, docs NOT
indicate a Boolean value, rather a text value.

Date and Time

The way that a date or time is displayed on a worksheet depends on the format
applied to the cell. All dates and times are right-aligned in a cell by default. A
date may be a short date, e.g. 11/27/2008, or a long date, e.g. Thursday,
November 27, 2008, Excel only recognizes dates staring from January 1, 1900,
Also, Excel treats dates as numbers where 1/1/1900 is the same as 1, 1/2/1900
is the same as 2, and so on,

A time is formatted as hours, minutes, scconds, and AM/PM, e.g. 1:12:04 PM.
Times are also numbers, where each time is a number between 0 and 1. For
‘example, midnight is 0 and noon is 0.5, and 11:59:59 PM is 0.999988425925926,
If Excel cannot recognize a date or time that you enter, then it is treated as text,

Formula

A formula is a mathematical expression that evaluates to a single value. It can
be used to perform a useful calculation in a cell. You can construct a formula
using any mix of the following components: '

229



Constanis ;
A constant is a number or text value that does not change.
Mathematical Operators

A mathematical operator specifies a calculation. Common operators are; + (add),
= (subtract), * (multiplication), and / (division).

Cell References and Cell Ranges

A cell reference in a formula evaluates to the value contained with that cell. A
range of cells can be specified using the colon : symbol. A range can contain
arow, a column, or a block of cells. As shown below, the syntax A1:C1, A1:AS,
and B2:C35 specify ranges along a row, a column, and a block of cells, respectively.

Functions
A function is a pre-defined formula in Excel that you can insert into your

formula. Each function is specified by its name and input arguments and evaluates
to a single value.

Creating Formulas
To create a basic formula, use the following procedure:

1) Select with your mouse the cell in which you would like to insert your
formula, e.g. Al in the
tigures below.
2) All formulas must start with an = sign.

" 3) After you type the = sign, type your syntactically correct formula.
4) Click Enter when vou are done,
If you type your formula directly intd the active cell then it will be simultaneously
displayed in the Insert Function box . Allernatively, you may type your formula
into the Insert Function box. Afler you press Enter, the cell will display the

evaluated value of your formula and the Insert Function box will display the
~ formula (see figure on the right).

11.4. MS Excel Menu

Excel can be used with confidence to obtain basic descriptive statistics, such as
mean, median, mode, maximum, and minimum. All of these 'funcl.iﬂ_hs can be
accessed through Excel’s formula function,
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To enter a formula, choose an empty cell. In this cell, type the equai sign “=".
Whatever you type after the “=" is considered the formula, For example, you
can type = Al + A2 and then press the Enter button. The cell will now display
the sum of cells Al and AZ.

Excel also provides a SUM function, which allows you to calculate a sum for
a range of cells. For example, to use the SUM function on the first ten rows
of column A, type in an empty cell: =SUM(A1:A10) . You can use the SUM
function on a row the same way:

=SUM(A1:M1) or can also use the SUM function on a contiguous block of
cells, for example, rows 1-5 of columns A-M: =S5UM(A1:M5) in the formula
cell.

The formula interface can be used in exactly the same way on the following
functions:

AVERAGE: the arithmetic mean of the selected data

MEDIAN: the value at the 50" percentile of the sclected data
MODE: the most commonly occurring value in the selected data
MIN: the smallest value in the selected data

MAX: the largest value in the selected data
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TR O T I ] e )

T s e s p— =7 _
|

A T N R A I S A il G n

1 Column1 Columin 2 1| Book Price (in Rs.)
2 A 183 2| B 511.60|
38 24 3| B 923.40]
4iC 1.3 e c 918,20
3D 0.23 5 D 1143.60
b 101 6 E 936.10
4. 33 = F 1161.70
o v [0z T G 023,40
1515' 8l H 900.50)
- 10| MODE 923.40}
= 1

Sorting

The SORT function will arfange your data in increasing, decreasing, alphabetical, or
reverse alphabetical order. Be careful when sorting. If you sort only one row or
column, you will effectively “scramble” these data relative to the rest of the spreadsheet.
Il the relationship between data in different rows or columns must be preserved,
always sclect the entire spreadsheet before sorting. Also, you can always undo a bad
sort by typing “ctrl-Z” before you save.

The examples below are of GDP data for several countries in the western hemisphere.
To sort this data, highlight the desired selection. . With the “Home” tab selected on
the top right, select the “Sort and Filter” menu from the top left. :

Notice that whichever cell you last clicked in is white (in the example below it is cell
Al). 1If you select “Sort A to Z” or “Sort A to A” from this menu, Excel will sort
your data in ascending ot descending order, respectively, depending on the value in
the column with the white cell.
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Filtering

The FILTER function allows you to select a subset of your data to display. From the
same “Sorl and Filter” menu used above, choose “Filter”. There will now be a small

box with an arrow in the box c;n the first cell of each column:
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11.5. Basic Excel Formulas
1. AVEDEV Returns the average of the absolute deviations of data
points, from their mean
AVERAGE Returns the average of ils arguments
3. CHIDIST Returns the one-tailed probability of the chi-squared dis-
tribution
4.  CHINV Returns the inverse of the one-tailed probability of the
: chi-squared distribution
5. CHITEST Returns the test for independence
6. CONFIDENCE  Returns the confidence interval for a population mean
4 CORREL Returns the correlation coefficient between two data sets
8. COUNT ~ Counts how many numbers are in the list of arguments
9. COVAR Returns covariance, the average of the products of paired
deviations
10. FTEST : Returns the result of an F-test
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11.
12.
I3
14,
15.
16.
17.

18,
19.
20.
AL

2.
23,

25.
2%.
2
28,
29.
30.

GAMMADIST
MAX
MEDIAN
MIN

MODE
NORMDIST
PEARSON

PERCENTILE
PERCENTRANK
POISSON

PROB

RANK

SMALL
STANDARDIZE
STDEV

TDIST

TREND
TTEST

VAR

ZTEST

 Returns the gamma distribution

Returns the maximum value in a list of arguments
Returns the median of the given numbers

Returns the minimum value in a list of arguments
Returns the most common value in a data set
Returns the normal cumulative distribution

Returns the Pearson product moment correlation coeffi-
cient

Returns the k-th percentile of values in a range
Returns the percentage rank of a value in a data set
Returns the Poisson distribution

Returns the probability that values in a range are be-
tween two. limits

Returns the rank of a number in a list of numbers
Returns the k-th smallest value in a data set
Returns a normalized value

Estimates standard deviation based ﬁn a sample
Returns the Student’s (-distribution

Returns values along a linear trend

Returns the probability associated with a Student’s t-test

‘Estimates variance based on a sample

Returns the one-tailed probability-value of a z-test
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11.6. Measures of Central Tendency

1. Arithmetic Mecan
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Mean =AVERAGE(B2:B16) 983.13
Mininiim =MIMN(B2:B16) 511.60
Maximum =MAX(B2:B16) 1314.70
Median =MEDIAN(B2:B16) 936.10
Mode ~MODE(B2:B16) 923.40
11.6.2. Frequency Distribution
. N ¢ D
1 Cost of Books
W2 511.6 977.7 600.2 1099.7 805,?
| 3 923.4 1108.3 906.7 .759.6 1111.9
(i} 918.3 1051.1 992.5 BILz 665.3
5 1143.6 843.4 939.8 1163.0 152
] 936.1 750.5 991.2 11895 950.2
I}' 1161.7 1027.7 995.1 . 966.5 1146.5
8 848.0 956.8 1100.0 955.2 1623.0
9 900.5 982.3 699.2 1069.8 1245.3
10 1059.5 1091.0 850.7 12193 1012.6
11 1053.2 939.5 177.8 749.6 QBD..S
12 1091.3 1016.3 930.4 1242.2 1131.4
13 1314.7 1137.2 763.1 1294.4 917.3
14 1204.1 980.1 922.3 1057.7 907.2
15 808.0 857.7 1127.1 934.3 1262.3
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16 965.4 873.4 955.1 8065 | 1033.0
17 1068.3 950.3 930.6 1000.1 898.5
18 1293.1 940.9 | 1293.8 1035.2 706.0
19 880.9 912.2 803.5 922.6 846.1
20 1092.3 1182.0 985.2 9453 835.0
21 | 10015 1048.8 895.1 1067.2 | 1062.8
CALCULATIONS USING FORMULAS . ;

Calculation of Result Formula

MEAN 978.26 = AVERAGE(A2:E21)

SD 157.63 = STDEV(A2:E21)

MEDIAN 972.10 = MEDIAN(A2:E21)

11.6.3. Correlation

11.6.3.1. Pearson’s Product Moment Correlation _
Calculation of correlation between issuc data of books in different years in a particular
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11.6.3.2. Scatter Diagram
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11.6.3.3. Spearman’s Rank Correlation
e = — ___""I = — Bt s SR T iy
: S o DB Ty o s S ot S0k G R S e ]
1 'Book Issued no of time 2015[Rank 1 2016]Rank 2 |Rank Comelation
24 § 2 17 1] -0.269230769|CORREL{C2:C7 E2:ET)
3B 7 3 8 3
4.C 9 1 5 5
5D b 5 g 2
6 E i 6 8 3
7E 7 3 3 f
bl

11.6.4. Testing of Hypothesis
ILo.4.1. T Test
Excel provides the function TTEST to handle the various two sample (-tests.

T TF:ST(RL' R2, tails, type) = p-value of the t-test for the difference between the
means of two samples R1 and R2, where fails= | (one-tailed) or 2 (two-tailed)
and fype takes the values:

1. the samples have paired values from the same population

2. the samples are from populations with the same variance
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3. the samples arc from populations with different variances

These threc types correspond (o the Excel data analysis tools

t-Test: Paired Two Sample for Mean

{-Test: Two-Sample Assuming Equal Variance

-Test; Two-Sample Assuming Unequal Variance

This function ignores all empty and non-numeric cells. The value of alpha is
assumed to be .05 (i.e. 95% conlidence level).

In Example 1 of Two Sample ¢ Test with Equal Variances, we assumed that the
population variances were equal since the sample variances were almost the same. We
now repeat the analysis assuming that the variances arc not necessarily equal.

We use the Excel formula TTEST(A4:A13,B4:B1 3,_2,3}. The first two parameters
represent the data for each sample (without labels). The 3™ parameter indicates that
we desire a two-tailed test and the 4" parameter indicates a type 3 test. Since

TTEST(A4:A13,B4:B13,2,3) = 0043456 < 05 = d

we reject the null hypothesis. Note that if we use the type 2 test, TTEST(R1, R2,
2, 2) = 0.043053, the result won't be very different, thus confirming our assumption
that the population variances are almost cqual,

11.6.5. Graphical Representations
11.6.5.1. Creating a Chart
Open a spreadsheet and add data as follows.
Select the cells Al to G5 as shown below

A B gy P e P | TG
1 [Expenditur SRS =
2 th:  Jan: | _\Mar-
3 ; - = 200
Pl Electricity o20F e 22 = —
3l Household | 50 145 {801 1501 - __1408

Steps To create a chart:
O  Select the data in the worksheet.
[ Click on the Insert tab, in the Charts group, choose the chart type you want.
0 By default the chart is embedded into the worksheet but you can change Lhe
location (see chart location below). When you click on the embedded chart in
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the worksheet the Chart Tools is displayed, at the top right of the ribbon, together
with three additional tabs: Design, Layout, and Format.

[0  You can format different clements of the chart by clicking on the Format tab
and select the required option from Current Selection and Shape Styles group.

! Chart Ares % ShapeFill -

| Fenmat Selection | A ' | Ak | Abe ! gShEPEGUﬂiM*

| &4 Reset ta Match Style : < ShapeEffects ~ |
I
|

Current Selection _ Shape Shiles E

0  Youcan use the Design tab to change the chart type, chart styles, Create a
chart template and edit the x axis labels

| Changs  Save s Switch Seledd  Quick l Eli | B I | ‘ : R

Il_’harlﬂ'pe Template  Bow.Catumn D#a  Layouds Chart

T

Tiné Data Chartiay. Chestt Sk Lazation

A chart will consist of various elements and it can be useful to know what Excel
calls them, for example, the help system might tell us to select a certain part of

[Valug) Axle

a chart.
ch:rilﬁrta Flal Ares Charl Title Data Sarles
| ! > ]
RadonConcentratians
: candary Vertical
Primary Varllcal ¢ ; = e (Valug} Aida

Vertical (Valug) ]
Auia Thig

Horlzonial (Categary) Axie THia HarlzortaliCalegony) Axks
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Unit 120 Report writing : Format and structure ; tudy
of Style Manuals; Citation Standards;
Plagiarism Detection

Report Writing: Format & Structure

Research is 4 combination of process and product (Chattopadhyay & Sen, 201 3). The
most vital part of a research work is to communicate his/her entire work by focusing on
the specific and general purposc/objective, gaps from previous researchable work, analy-
sis, conclusion, recommendations to make it easily understandable and further citable (Adams
et al., 2014). The term “thesis” comes from the Greek Ocoic,, meaning “something put
forth”, and refers to an intellectual proposition. “Dissertation” comes from the Latin origin
dissertatio, meaning “path”. It is very much expected that researcher should communicate
their research work in an appropriate manner so that right interpretation to be made to (he
scholarly communication. Otherwise inspite of all good works research may not be well
accepted. According to Newman, “A research rep’ort is a written document that
communicates the methods and findings of a research project to others.” In nutshell,
Research report is a detailed documentation of one’s individual researcher observations,
descriptions and recommendations after collecting, analysing and interpreting facts and
findings of related research area.

Perhaps it is not feasible to write research report in a same flow for researchers
belonging in different streams like medical science, humanities, applied science or social
science. They all have their own style of writing on the basis of the process they gone
through at the time of conducting rescarch.

However, there are some good practices in the present academic context to conduct
good research. This unit is focusing on those issues which are to be considered as the most
important one.

Report Writing: Format & Structure

Research report varies on the basis of purpose like academic award (PhD/ DLit); Journal
article; dissertation or media publication, In view of this user of all these research work may
vary. Rescarchers have to wrote report in simple and lucid language. As mentioned earlier
that there are no such uniform/ dejure standard to follow at the time of writing report.
Although we will concentrate on few components to do the same. These are as follows:
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Introduction:

Intreduction of the research report should briefly state all about the research in nutshell. The
importance or significance of the research or outline, scope of the respective research. This
is the place from where users/readers can understand the outline of the entire work is trying
to achieve. This section includes research problems, questions, design and findings.

Ohbjectives of the study:

In this section one have to state in simply what researcher is trying to reveal/ achieve by
conducting this rescarch work. Researcher should state main objectives of the study pin
pointedly in bullet form.

Literature Review:

Before starting their research work researchers are intended to review previous works on
the concern topic in relation to existing literature. Researcher can take insight from pub-
lished materials like reputed journals, articles, text books, non-governmental data sets etc,
On the basis of previous literature, they are trying to find the actual research gap regarding
his/her topic afler going throu gh related present literature. At the time of stating the process
report consist Summary of major themes, concepts and/or trends as discussed by the
previous researchers. Writing pattern of the literature review should critically analysed and.
focused on the specilic problems. This process may effect whole research work by guiding
and it simply pointed out the drawbacks of the previous work.

Statement of the research problems

Statement of research problem is focusing on,

To state/list actual and most important research problem(s) to be shorted out throughout
the whole process. There may be one problem exists or may be more than one topic exists.
What a researcher reveals after gone through the previous literature it should be clearly
stated in this part of the report including how it will add to current knowledge, or address
existing gap. A proper research work should be calculated on the basis of the problems
and its efficient/potential results. These problems will help researchers to concentrates on
the stated areas with the help of available resources.

Research Design:

Tn this section researchers ate dirccted to write words regarding the whole process of the
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research which is to be followed by them at the time of execution of their work. This
section actually means to states a frame work of the whole work. Tt clearly indicates the
way to find out the problems relating to research work. It includes study types vis. (De-
scriptive, experimental, survey), research questions, hypothesis, variables, methods of data
collection, design, plan for statistical interpretations.

Data Analysis & Interpretation

- Facts and findings revealed from the collected data should be conveyed in this section so
that research report carry a clear picture of the collected data and its interpretation for
better execution of the research result. In this important section researchers have to state
aboul the collected data and on the basis of those data he/she has to analyse the facts and
should elaborately state the findings.

Summary & Conclusion:

Add your own conclusions and thoughts that will help the reader understand what you are
trying to say at the end of the research report. This part will have conveyed by a researcher
to express his/her own findings in his own words which he/she faced at the time of pursuing
his/her research work. Even they also recommend few point for further study here,

APA Reference Style

Reference of Book and book chapterinclude four elements: (1) Author/Editor/
Producer (2) Date (3) Title of the work and (4) Publication Information

Author, A., & Author, B. (Year). Title of the work. Place name: Publisher.

Electronic books are available online, a retrieval statement or DOI is required
after (3) Title. Exclude (4) Publication Information.

Author, A,, & Author, B. (Year). Title of the work. Retrieved [vom http://... Author,
A., & Author, B. (Year). Title of the work, hitp://dx.doi.org/xx-xxxxxxx

Book: Author, A., & Author, B. (Year). Chapter title, In A. Editor, B, Editor, & C.
Editor (Eds.), Title of the book (pp.xx-xx). Place name: Publisher.

E Book: Authot, A., & Author, B. (Year). Chapter title. In A. Editor, B, Editor, & 8
Editor (Eds.), Title of the book (pp.xx-xx). Retrieved from http://... S

E Book with DOL: Author, A,, & Author, B. (Year). Chapter title. In A. Editor, B.
Editor, & C. Editor (Eds.), Title of the book (pp.xx-xx). http://dx.doi.org/xx-x AXXXXX )
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Chapter in a book/e book:Several times a book consists of more than one
chapters written by different author(s), You have to reference each chapter used.

Author, A., & Author, B, (Year). Article title. Title of Periodical, x(x), pp-pp

Reference of Periodicalsshould include the following elements: (1) Author (2)
Date (3) Title of article (4) Title of Periodical (5) Volume, Issue and Page numbers

Journal article available online:

Author, A., & Author, B. (Year). Article title. Tirle of Periodical, x(x), pp-pp. http:/
Jdx.dol.orp/Xxx-xxxxx :

Author, A., & Author, B. (Year). Article title. Title of Periodical, x(x), pp-pp. Retrieved
from http:/...

Online documents / Webpages

Author, A., & Author, B. (Year). Title of the webpage. Retrieved from http://...
Author, A., & Author, B. (Year). Title of the webpage. Retrieved from ...website:
http:df... {

Author, A., & Author, B. (Year, Month Day). Title of the webpage [Description of
form]. Retrieved Year, Month Day from http://...

Social Media chapter include four elements: (1) Author (2) Date (3) Title (Provide
the name of the page or the content or caption of the post (up to the first 40
words) as the title) and (4) Source

Facebook : Gaiman, N. [Neil]. (2012, February 29). Please celebrate Leap Year
Day in the traditional manner by taking a writcr out for dinner. It's been four years
since many authors had a good dinner. We are waiting. Many of us have our forks
or chopsticks al the [Facebook status update]. Retrieved from hitps://

www.facebook com/neilgaiman/posts/ 1015057418504 1016

Twitter : Gates, B. [BillGates]. (2013, February 26). #Polio is 99% cradicated. Join
me & @FCBarcelona as we work to finish the job and #EndPolio. VIDEO: http:/
b-gat.es/XT75Lvy [Tweet]. Retrieved from htt s:ftwitter.conV/BillGates/status/
306195345845665792

Google+: Cornell University. (2012, October 11). Having a cup of coffee before
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closing your eyes is the most effective way to combat daytime drowsiness, according
to research. Sounds counterintuitive, but it takes 20 minutes for the caffeine to get into
your bloodstream. So if you lake [Google+ post]. Retrieved from https://
plus.google.com/116871314286286422580/posts/NqQCFGrdeveT

Structure:

Parti

Title Page

Preface
Acknowledgment
List of Tables

List of Abbreviations
Content page

Part I

Introduction

Objectives of the study
Literature Review

Statement of Research Problem
Research Design

Data Analysis & Interpretation
Findings

Conclusion

Reco mmendatio ns

Part 111

References (by following referencing style APA 6th edition)
Index

Glossary

Formatting Research Paper:

Margins: Every page of dissertation must have one-inch margin on all sides, top, left
and right.

Fonts: Use Times New Roman font in 12 size. Bold face may be used within the text
for reading/ sub headings/ highlighted terms.
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Spacing: 1.5 spacing should be used except those materials having predefined spacing
such as footnotes, quotations, tables, name of the figures etc.
Number(s) scheme

Chapters may be identified with Arabic numbers followed by preliminary pages in
uppercase Roman numerals. ‘Tables and figures should be numbered consecutively through-
out the manuscript in Arabic numerals. In case of appendices use uppercase Roman letters.
Use Arabic numerals to describe Headings and sub headings under principle chapter
number. Ex: - Chapter 3: Methodology

3i: Data collection

311; Data collection: Tools

312: Data collection: Tecluﬁqﬁes

32: Data Analysis

321: Data Analysis: Statistical Interpretation So on as so forth

Pagination: All pages must be numbered excepl litle page. Place page number at the
bottom of the page in right side consecutively throughout the manuscript, Preliminary pages
must be numbered sequentially in upper case Roman letter. Portrail orientation and all
pages in A4 size is required. Tn case of wide chart, table & graphs, rotate the image 90
degree clockwise. Text should be oriented in the same way as the chart/ table/ graph/
graphics. In that case place page number as direcled earlier.

Table of contents: Table of contents should include, the respective title of the chapter
along with page number.

Abstract: Abstract of the educational research work should be within 200-250words
which may include a brief statement of the problem, methods, procedure(s) used to study
and a condensed summary of the finding(s).

Reference: All reference should be prepared according to APA 6TH ed standard siyle
manual.

Physical Format: The length of the report maybe of approximately 25,000 words
(excluding appendices and exhibits) with 1.5 space. However, 10% variation is permissible.
* Disserlation should be printed on A4 size papers and submitted in bound form.

Language: The language of the report of the dissertation should be in English. How-
ever, permission may be given by the faculty concerned to write the report in Bengali for:
a-specific topie.
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Citation Standards

At the time of writing research report it is mandatory to acknowledge authors from whom
researchers got the relative information on the selective topic. As mentioned in earlier
section that research is a “result of a certain accumulation™ (Riders,2013). So they are
compelling to cite those actual writers. Any university assignments/dissertation/project work
that portrayed on the ideas, words or research of other previous writers must contain
citations, In the process of writing a report it is most desirable that researchers follow one
particular style of citation (o maintain unity, Tn another terms it would be better to say that
by citing the work of a particular scholar we are acknowledging and submitting our respect
to the intellectual property rights of that researcher. Apart from this, citation is a docurnent
to provide evidence to strongly suppott the assertions of rescarchers own assignments, It
is also a evidence that you are enough aware of this particular field and after going through
thoroughly you are able to found a gap between the process and you are trying to filling
the gap of the existing process/domain. Accurate references allowing fulure researchers o
trace the actual and relevant sources of information which have been used thronghout the
research work.

In this section we are going to discuss aboul some most important citation style so that
after going through this unit, researchers might be able to choose appropriate citation style.
Citation style guides are generally frame the standards for writing with specific fields and
creating consislence unity to writing. Determination of style guide depends on the stream
of domain along with documents and sometimes on the organizations/publication house who
create their own style/guidelines for submission in a specific/dirceted referencing style.
Some most important style guides are discussed here in table no for having a stipulated idea
of different available citation style of scholarly communication.

List of General reference Style Guides and Manuals

American Psychological Association 6"ed | APA is generally used by the scholars
of social and behavioral sciences. It
facilitates in text citation & Reference,

The Chicago manual of style The Chicago manual of style. 161 ed.
is a style guide for American English
published since 1906 by the University
ol Chicago Press. It is also available
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online. Author-date style and Notes
and bibliography style citations are
there in CMS. Primarily used by write:s
and students in humanities particularly
in hislory. Footnote /Endnole system
for notation and use of “Ibid” is
basically use for referencing of sources.

Modern Language Association

MLA Style Manual and Guide to
Scholarly Publishing (3" edition-2008)
largely used for documentation in the
humanities, specifically, languages and
literature, including English, modern
languages, and comparative literature, In
text citation (Author, #) & “Works
cited™ are used as reference style,

American Medical Association

According to the MLA, the MLA style
“has been widely adopted for classroom
instruction and used worldwide by

- scholars, journal publishers, and

academic and commercial presses”.
widely vsed in the United States,
Canada, and other countries, directing
guidelines for writing of research in the
humanitics, such as English studies_-,
comparative literature; media studies;
ciltural studies and related domain.

American Sociological Association

ASA style is a widely accepted format
for writing university research papers i
the field of sociology. It specifies the
arrangementl and punctuation of
footnotes and bibliographies.
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Harvard Reference Format

Harvard referencing, (Parenthetical
referencing) is a citation style in which
partial citations are enclosed within

- parentheses and embedded in the text,

either within or after a sentence,
accompanied by a full, alphabetized list
of citations in an end section, usually
titled “references”, “reference list”,
“works cited”, or “end-texf citations”.
Harvard referencing can be used in
footnote citations. '

The Institute of Electrical and Electronics
Engineers (IEEE) style which is based
on Chicago Style, is generally used in
technical fields, particularly in computer
science. In IEEE style, citations are
numbered, but citation numbers are
included in the text in square brackets
rather than as superscripts. All
bibliographical information is exclusively
included in the list of references at the
end of the document, next to the
respective citation number.

Sources are to be refer

Acknowledge every sources from which any words, ideas or information taken to frame/
develop new research work acknowledge every sources from which any words, ideas or
information taken to frame/ develop new research work requires a reference. But generally
| accepted facts or information may not require any kind of references. Different forms of
sources may have considered to references as follows:

#  Books
& lournal articles;
@ Newspapers and magazines;
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% Pamphlets;

= Films, documentaries, television programs or advertisements;
% Websites or clectronic resources:

# Letters, emails, online discussion forums;

% Personal inlerviews;

% Lecturers note

Reference when you reprint any diagrams, illustrations, charts or pictures.

Reference Management Software:
Objectives:
—  To organize/store the metadata of collected articles/journals;

- To create a bibliographic database in a local system with global accessibility
(Centralized reference collection);

- To cite maximum number of data at the time of writing and to make a proper
bibliography with its appropriate style of submission;

- Import and export references/data; and

- Sharing and collaboration of bibliographic data

- To simplify writing process.

Introduction:

Managing references for scholarly communication is lengthy, laborious and hard task. Due
to the vibrant and flexible electronic environment, the span of scholarly resources are
increasing day by day. It is very much important to manage resources in a proper
and systematic way at the time of creating a new scholarly communication, Tt is mandatory
to acknowledge actual responsible author for using source(s) of each and every picce
of information for a research work. In that case reference management tool/software
help us to store, organise and cite the icferences at the time of writing. It also
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allows to create a list of bibliography auwtomatically with its appropriate style of
submission, According to Martin Fenner reference managers helps scholarly communication
by 1) Searching relevant literature 2) Storing the search result in a personal database and
3)insert references at the time of writing. ("Martin_Fenner.pdf,” 2010) Reference
management software allows to access any type of documents regarding any
sorts of article/journal, conference proceedings from web pages, Each record may
have its additional information consisting of title, keywords, URLs, abstract elc,
Scholarly communication can enrich their database by adding a huge number of
records. :

References can be imported from online databases such as PubMed, SciFinder
etc. with an abstract and with other bibliographic information. On the same way
reference management software can export data from various online databases in
a localized systems. Every reference management software canexport and import
datasets on the basis of reference trancation standards like BibTex, Endnote, RIS
(Research Information Systems). As a result, standards-enabled reference management
softwares can snatch hibliographic datasets from compatible databases such as SciFinder,
IST (Information Sciences Institule) database, PubMed, Medline. Similarly, library
management softwares that support above standards, can export/import/transfer datasets
from catalogue database Lo reference management software databases. After creating
database/library of references creator can cite these references relavant to his/her
document. In such a way, a complex and time consuming task have done by author
easily.

Methods of Selections and integration of Reference management software:

There are many reference management software like Aigaion, Bibus, Connotea, CiteULike,
Endnote, Jabref, Refbase, Wikindx, Zotero are ready (o facilitate effective and
efficicnt managemenl of references. We choose four open source software as
competitors to focus on which are the most comprehensive reference management software
in view of operating among these. A comparative discussion is given below to show which
one is the best reference management software.

252



5l Parameters for Mandiey Connotea JahRef Zotern
Mo comparison i
1 Devdoper Elsevier Nature JabRefdoevelopers Zotero Center for
. |Publishing History and MNew
Group Meclia at GMLT
2 Open Source Yes R Yes Yes
3 Dperating systern Support Windows, Mac 08 [Windows, Mac  Windows, Mac 08 Windows, Mae 05
X, Linux, Unix, 08 X, Lintix, X, Linux, Unix, ¥, Linux, Unix,
BSD Uniix, BSD BsD RSD
4 BibTeX, Endnote, |BihTeX, BibTeX, Endnote, BibTeX, Endnote,
Expaort file formats BibIX, Refer |Endnaote, BILIX, RibIX, Refer BibIX, Refer,
Medline, RIS, 50  |Refer; RIS, RRF MODXML, MODXML, R15,
Lite EIS{depends), EDOF, Wikipedia
BibTeXML, citation lemplales
DocBook, ]
OpenDocyment
for 00,0, nser-
: : customizable
E BibTeX, Eadnole, (BibTeX, BiliTeX, CS54, BibTeX, Endnote,
Import file formats - BibTX, Refer, 15T |Endnote, BibIX, Endnote BibDY, — BibIN, Refor, RIS
Medline, RIS, Refer, [81, R13, Refer, ISI, COinS, TEI,
Medline, Medling, Ovid, BefWork, CSY,
PubMed, RIS, CLJS0N,
Scilinder
(7] APAAPA MLA, APANMEA, APA MLA,
Citation Style Chicago/Turabian, Chicago/Turabian, Chicapgo /Turabian;
Harvard, any Harvard, any Harvard, [EEE,
BibiTex style BibiTex style MHRA, Natur,
Yaneouver
7] MicroSoft word, |MNo MicroSoft MicroSoft word,
Word processor Open Office word(depends),  Open Office
integation - Open Office
8 Web of Science, |AtXivCileSeer, Ardiv,CiteSeer, — ArXiv,CiteSecr,
Database conneetivily Pubiried IEEE Explore, IEEE Explate,
PubMed
: Fubmed Pubmed
Scopus, CAB
Abstracts

Table 1: Comparison of four refercnce management soflware

From the above table we see that Zotero and Mendeley are the most comprehensive
reference management software in view of its functionality, usability and accessibility.

FLotero;

Zotero is free/ open source reference management software product which helps
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scholarly communication to collect, organise and manage references from primary, secondary

and tertiary document through the webpages, Zolero is an extended Firefox Plug-in which

integrates with online resources at the time ol browsing, Zotero extracts the metadata of

documents from sources which are to be included and to be cited. By adding each and

every references, creator can enrich their database which is his/her personal library. (“Bibus
- Wikipedia, the free encyclopedia™). '

Installation:

At first we have to install Zotero as Firefox Plug-in from www.zotero.org. Then Zotero
will come on the left side of the task panel. Download Openoffice.org or word processor
plug-in for insert intext citation and bibliography in manuscript. Additional plug-in required
extracting metadata from pdf files. Zotero can’t directly/ automatically extract the metadata
from pdf files.

¥ - e Hi SR
s e b = - i
i serag P
NN - § )
Saaw wie BT Borare St R =+
| RS R e e e |
G e =
- 1
FAe R |
o = O oo ot i = R BT B LR e e S - S S M SR R e e SRS TR P e

Figure 1: Zotero Installation

Configuration:

User have to register themselves on Zotero website for creating an account on Zotero
platform and save their required data on the web so that it could be accessible from
anywhere, at any time by researcher.

Fotero allow researchers to:
1.Collect;

“Zgtero is the only research tool that automatically senses content in your web browser,
allowing you to add it to your personal library with a single click. Whether you're
searching for a preprint on arXiv.org, a journal article from ISTOR, a news story from
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the New York Times, or a hook from your university library catalog, Zotero has you
covered with support for thousands of sites.”

&

P BCErD T
' g I=|---~ T

Figure 2: Creating new collection

Documents could be saved by clicking on any of these options as per requirement.

i I Save to Zotero using “COInSs"
i L Save to Zotero using "Embedded Metadata®
|| “Save to Zotero as Web Page (with snapshot)

l..] Saveto Zotero as Web Page (without snapshot)

7] Library Lookup

| CrossRef Lookup
; QB Google Scholar Search

2.0rganise;
“Zotero organizes your research into collections that act like iTunes playlists, Research
items can be added to any number of named collections and subcollections, which in
turn can be organized however you like. With saved searches, ¥YOu can create smart
collections that automatically fill with relevant materials as you add them to your
library.”

This is an example of Zotero My Library which includes different kinds of resources
in different collection.
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Figure 3 ; Zotero My Library

3.Cite:

“Whether you need to create footnotes, endnotes, in-text citations, or bibliographies,
Zotero will do all the dirty work for you, leaving you free to focus on your writing.
Create cilations in Word and OpenOffice without ever leaving your word processor
and add references to an emnail, a Google Doc, or some other editor simply by dragging
one or more references out of Zotero.” '

MICrOSOTT VWord
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; Firefox prevent=d this site from asking you to install
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Zolero sﬁppmts_a good number of reference style as follows:
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Figure 5 supporied reference styles
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Export Formats
References might be exported in following formats:

Bibliontology RDF

i A roos

: BiblaTex

i Bookraarks i

CEL 150M {

: CEV

Ii Encdnote XkAL

i Refer/Biblx !

i Refworks Tagged S

; RIS L

' Wiikipedia Citation Templates !

BibTex : .
Figure 6: Supported Export Formats

4.8ync:

“Zotero automatically synchronizes your data across as many devices as you choose,
Add to your research library on your work PC, and organize your collections on yout
home laptop. All of your notes, files, and bibliographic data remain seamlessly and
silently up to date. Returning i'mm field wnrklr Your data will be waiting for you when
you get home."
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Upgrading is also possible while you are using even on a new computer. Zotero will
automatically fetch a complete copy of research’s saved library from Zotero server network,
Researcher might be able to use this service from any web browser Even without installin g
Zotero. -
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5, Collaborate

“Create and join research groups to focus on any topic you choose. Each group can
share its own research library, complete with files, bibliographic data, notes, and
discussion threads. Tag and analyze your research together with others. Work with a
single colleague ot an entire class: Zotero groups can include as many members as you

please.” .
i Work of Action in nutshell to work with Zotero

Task I+ Ty save resources in Fotero;
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New version of Zotero i.e. Zotero 4.0 has been announced with mentioned updated
features as follows:

! Relative
| -pﬂ'ﬂ"l
- slpport =
Firefox forlinked

, DO EriTan ity i
| o Sl dcini |
W P, download i
| Zotera’ L ; |
.(- I":'n:?i W L BUPROLL i

‘irefox

Altomati
‘oiournal:
abbreviati
DI utomati {35 i
suUpport _estyle 5
i updating
! coforall
f

installed
‘Btyles

Mﬂﬂdelejr

Mendeley is a crossed-platform based free reference management software as well as
an academic social network which facilitates the provision to organize works related
to research, and discover the latest scholarl}f cotmmunication in an online and
collaborative platform. It enhances the possibilities to store reference data centrally in
-cross platform in order to simply the writing procedure and make it globally accessible.

Figure 7: Mendeley Home
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Mendeley exists both as a desktop application (slightly more advanced) and as a
browser application. It is available on all platforms and in all popular browsers like

&= & &> @ % - . Free version and Institutional version are available
on the basis of services offered in terms of allotted space, group, home page, analytics
ete.

Downlﬂhd Mendeley

Mendeley can be downloaded by using browser and/or it might be installed in local
desktop. Through web Importer version researchers can install Mendeley in major web
browser like Chrome, Firefox, Safari and Internet Explorer. These are the snaps of
desktop version (Figure 8) and web browser (Figure 9) of Mendeley.

Figure 9: Web Importer
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Getting started with Mendeley.
Before beginning researcher have to have an mendeley account on the web. Then only
researcher can use this reference management software.

P s = S = LA . Py ——

Welcome to Mendeley

E-mail | bamma.chakrabara@grmasd.com
Fansinid (sesasnen sy

L0 Staw migned o

b LRSS eIma

R
Figure 10 Mendeley register

ME&LEY Work of Action
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o Auld ta web word gI0Np
imipoiter toalbar - sjoiil group
sMaunge My slugert sgliate your
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cifation with
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Figure 11 Mendeley Work of Action
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Researcher could have specialized their search by subject, title or author and add
documents to their own library. Even they can also filter their scarch, They are able to add
Select a file or folder to add from computer, import from another reference manager, or
BibTeX or simply Drag and Dmp the pdf into Mendeley Desktop.
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Figure 12 Mendeley Deskiop

Integration of Mendeley in MS Word Plugin
By integration of Mendeley researchers will be able to add intext citation and relative

bibliography at the time of writing research report easily. It’s a matter of a bmgle click
to integrate Mendeley with Word through a plugin.
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) \ Figure 13 Word integration :
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My Library :
Mendeley My library is a place where researcher can store their searched documents and

add new references. Folder wise or group wise even author wise retrieval of references
is possible here.

-
e

Figure 14 : Mendeley My Library

Plagiarism Deteclion :

Plagiarism is representing someone’s work, word, idea as one’s own work without
giving proper acknowledgement. It is necessary to protect author intellectual property
right for shake of academic integrity. Claes Sandgren, Professor of Civil Law in a
report to the Swedish Association of University Teachers’, SULF, congress in November
2002, presented various copyright issues within universities and colleges. In his
deliberations he stated that, “Internet is both a legal problem and a control problem.
Cheating and plagiarism are not more tolerable just because work is stolen from the
Internet rather than from a book or magazine. However, the ability to screen has
become more difficult, and it is has become easier for those wishing to cheat to steal

" from each other” (Universitetsliraren magazine, 17/2002)

Reasons behind Plagiarism:

@ Some scholars don’t have clear concept of plagiarize;
% They may have language problem
& They don't have in-depth knowledge in said topic
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@  Scholars have Don't care attitude.

§

Action taken being caught as plagiarized document:

o Alleged person may have caught legally May loss degree, job, grunts; Loss of
‘social dignity and unexpected situation.

To protect research article from being plagiari=ed:

@ Cite the work of other writers from whom the idea, word or thovelit taken to
be discussed in one’s research work;

® Do direct quotations in case of word to word adoption;
® Describe ideas of other scholar in nutshell with proper citation to avoid plagiarism,

® Use In-Text Citation and Bibliography to give proper acknowledgement to the
original creator of a document.

Word Paraphrasing is associated with the concept of plagiarism. It directs the
practice of representing someone’s idea in one’s own words by giving them credit for
that particular work.

Free and Open Source Plagiarism Checker:

1. Open Software Plagiarism Checker: A open source software plagiarism checker. It
checks the similarity of individual files and generates various types of reports.

2. Anti-Plagiarism (Check on plagiarism): Anti-Plagiarism Software is fice
Anti-Plagiarism - software designed to detect and prevent plagiarism to support academic
integrity, This software checking documents in *.xtf, *.doc, *.docx, *.pdf format.

To get rid of from this copyright issues researcher can use CC licensed documents
with proper license. Creative Commons’ public copyright licenses incorporate a unique
and innovative “three-layer” design which includes cc to legal code, human readable
contents and cc to machine readable contents. The main conditions of creative commons
are stated below:

Attribution:the rights to use a content of an original author by giving him/her credit
the way author requested for by given kind of license. If people want to use it without
giving author’s credit or for endorsement purposes, they must get authot’s permission
first.

Non-Commercial: With this licensing tool people can copy, distribute, display,
perform, and (unless author declared it as No Derivatives) modify and use a original
work for any purpose other than commercially unless they get author’s permission first.
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Share Alike: Through this CC tool people can copy, distribute, display, perform,
and modify a work, and may distribute any modified work on the same terms. Permission
is needed, if they want to distribute modified works under other terms.

No Derivatives: People can copy, distribute, display and perform only original
copies of a work in this case. If they want to modify any work having this license,
people must get author’s permission first. A symbolic representation is given in

figure 2.

® Attributlon
@ @ Attribution — Share Allke
® @ Attribution — No Derivatives
® @ Attribution — Non-Commarcial
@ @ @ Attribution — Non-Commerclal — Share Allke |

Fig:2 Creative commons attributes
Source: creative commons.org

. Use of Creative Commons licensed references in research may reduce the risk of
plagiarism by catering open license documents in scholarly communication. But it is

very much expected that in time of report writing researcher should acknowledge
original author(s). '
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Unit 13 [0 Research Communication: Process and
Channels

Structure

13.1 Introduction

13.2 Definition

13.3 Communication channels

13.4 Importance of research communication

13.5 Communication model

13.6 Functions of research communication

13.7 Accessibility of research information or research in progress
13.8 Strengthening user demand

13.9 Knowledge management cycle

13.91 Networking and research communication
13.92 Facilitate the researchers to communicate
13.9.3 Surﬁmnry

13.9.4 Know yourself

13.9.5 Further reading

13.1 Introduction

The word communication is derived from the Latin word, communis, which means
COMMOon. voi

It is the process of transmitting information and common understanding from one
person to another (Keyton, 2011). So the meaning highlights the fact that when a
common understanding derives from the exchange of information then only it will be
considered as communication. Sender and the receiver are the two common elements
in every communication exchange. However, the communication is usually initiated
by the sender. In communication the sender is the individual who has a need or
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desire to convey an idea or concept to others. The receiver is the individual who
receives the message from the sender. The sender can select words, symbols or
gestures to compose a message.

The message can be in verbal, nonverbal, or written language. The medium or
channel of message is called the carrier of the communication. The medium can be
a face-to-face conversation, telephone call, e-mail, or written report. Message is very
often distorted by noise. Different perceptions of the message, language barriers,
interruptions, emotions, and attitudes are examples of noise. Feedback is the process
in the communication of message and it occurs when the receiver responds to the
sender’s message and returns the message to the sender. Feedback allows the sender
to determine whether the message has been received and understood.

The elements in the communication process determine the quality of communication.
A problem in any one of these clements can reduce communication effectiveness
(Keyton, 2011). For example, information must be encoded into a message that can
be understood as the sender intended. Selection of the particular medium for
transmitting the message can be critical, because there are many choices.

For written media, a researcher may choose from books, magazines, newspapers,
manuscripts, reports, bulletin boards, handbooks, newsleliefs, and the like, For verbal
media, choices include face-to-face conversations, telephone, public address systems,
closed-circuit television, tape-recorded messages, sound/slide shows, for written
communication e-mail, lettersare the best mode of communication. Nonverbal gestures,
facial expressions, body language, and even clothing can transmit messages. People
decode information selectively as per their choice.

" Medmam 1 Decoda
Sender Message - Recelver
Decods ' Frcode

Noise

@ Feodback =

Figure [ The communication process,
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13.2 Definition

Research communication has been defined as ‘the system through which research
and other scholarly writings are created, evaluated for quality, disseminated to the
scholarly community,and preserved for future use’.

It interprets or translates complex research findings into a language, format and
context that non-experts can understand. It is far beyond the mere dissemination of
research results. It is a network of participants and beneficiaries. Researchers
themselves, journalists, editors and their media, intermediaries who provide links
between stakeholders form an interdependent network, linking their differing roles in
the communication process. Policy makers, government, user organizations and the
individual beneficiaries are all the potential users of research whose information
needs have to be addressed in very different ways and within very differing contexts.
They also require opportunities to articulate their own needs so that communication
is driven by demand rather than from the top down. .

Communicating research is unlike marketing and promoting a product or service:
it is rather a process that transforms raw research outputs into something that addresses
the expressed needs of beneficiaries. It can have a vital advocacy role; relevant and
timely information can result in positive interventions by policy makers and
governments.

13.3 Communication Channels

A research communication channel is the means by which the message of
information and its outputs reaches to its target audience, for effective messaging,
communication channels must be chosen to capture the target audiences’ attention
frequently and precisecly. Formative research involving members of the target audiences
reveals the most effective channels.

To identify effective communication channels for a campaign it is important to
follow the following set of instructions; .

a) List your different target audiences, and any specific segments within those
target audiences that are particularly important for collecting data of your research.

b) Where, in which types of places does your target audience spend most of their
time Ihréughuur an average day?

¢) Where does your message have the best chance of catching their
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attention? Consider both “real life” venues, such as public transport, markets and
shopping malls, and “virtual” spaces such as radio channels, TV programs and web-
based social networks.

d) Based on this analysis, determine which of the communication channels
identified you can afford, or gain external support for.

13.4 Importance of research communication

Research can provide the knowledge to empower the common public to take greater
control and betterment of their lives. Rescarch communication communicates the relevant
issues and brought to the attention of both policy makers and people who will be benefitted
by the outcome of the research. Effective and innovative research communication is a vital
element in ensuring that research makes a difference. Without it, a lot of research effort is
wasted. So research communication as a two way process benefits both the research scholar
and the end users.

13.5 Communication Models :

Models of communication are conceptual models used to explain the
human communication process.

The first major model for communication came in 1948 by Claude Elwood Shannon
and published with an introduction by Warren Weaver for Bell Laboratories. Following
the basic concept, communication is the process of sending and receiving messages
or transferring information from one part (sender) to another (receiver).

| :
¢k =35

Source mmmlp- Receiver

i =ILTlp e

Receiver mmy- Source
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13.51 Berlo Model:

In 1960, David Berlo created the Sender-Message-Channel-Receiver (SMCR) Model
of research communication. The SMCR Model of Communication separated the maodel
into clear parts and has been expanded upon by other scholars.

13.52 Schramm Model:

Schramm described rescarch communication along a few major dimensions: Message;
whal type of things are communicated, source; sender / encoderby whom, form:in
which form, channel; through whichmedium, destination; receiver / target / decoder;to
whom, and receiver. Wilbur Schramm also indicated the value of examining the impaet
that a message has (both desired and undesired) on the target audience. Between
parties, communication includes acts that confer knowledge and experiences, and ask
questions, These acts may take many forms, in one of the various manners of
communication. The form depends on the abilities of the group communicating,
Together, communication content and form make messages thal are sent towards a
destination. The target can be oneself, another person or being, another entity.
Research communication can be governed by three levels of semiotic rules:
- 1. Syntactic (formal properties of signs and symbols),
2. Pragmatic (concerned with the relations between signs/expressions and their
users)
3. Semantic (study of relationships between signs and symbols and what they
represent).

13.53 Barpnlund Communication Model

In 1970 Barnlund proposed a transactional model of research communication.The
basic premise of the transactional model of communication is that individuals are
simultancously engaging in the sending and receiving of messages. In a slightly more
complex form, a sender and a receiver are linked reciprocally. This second attitude of
communication, referred to as the constitutive model or constructionist view, focuses
on how an individual communicates as the determining factor of the way the message
will be interpreted. Communication is viewed as a conduit; a passage in which
information travels from one individual to another and this information becomes
separate from the communication itself. A particular instance of communication is
called aspeech act. The sender’s personal filters and the receiver’s personal filters
may vary deﬁending upon different regional traditions, cultures, or gender; which
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may alter the intended meaning of message contents. In the presence of “comununication
noise” on the transmission channel reception and decoding of content may be faulty,
and thus the result may not have the desired effect.

Theories ofco-regulation describe communication as a creative and dynamic
continuous process, rather than a discrete exchange of information. Canadian media
scholar Harold Tnnis had the theory that people use different types of media toolsas
research communicate and which one they choose to use will offer different possibilitics
for the shape and durability of society.

13.6 Functions of research communication:

The sole purpose of research communication is to influence people to get data for
the research and to inform the target audience about the outcome of the research. Tt
is therefore important that we identily the target audience beforehand from whom the
data for the research will be collected and from the beginning make them a part of
the process so they are aware about the day to day progress of the research.

13.7 Accessibility of research information or research in progress

The quality of the science may not be the only thing that influences decision
making, even if a robust culture of science and evidence exists. There is a need to
make existing information more accessible and to analyze and synthesize research to
provide tailored information services. There is also a need for more harmonized and
effective communication of research acrossresearch scholars, institutions using agreed
language, tools and standards.

13.8 Strengthening user demand

The traditional approach to the research process considers the users of the research
outcome as passive recipients of information, but effective research communication
includes them from the very beginning in shaping the research process and responding
throughout the research cycle. Since the users are engaged at an early stage of the
research process and not as passive and appreciative recipients of knowledge they
feel their involvement as stakeholders, with a sense of involvement and ownership of
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the research process. Research communication regards the involvement and response
of users of research information as an essential componentin dissemination of research
information.

13.9 Knowledge management cycle

For any research Identification of the problem is the first step in communication
process. It is important to identify the problem and define the research questions, In
the communication chain the next process is design of research. In this stage research
design is made and goes to the stake holders. Here the most crucial part of research
communication is data collection, data analysis and determination of results. Once
the data analysis is done then it goes to multiple stakeholders to production of
research after this stage the result of the research is disseminated, afier making
necessary followups and gelting necessary feedback further research is taken into
consideration.

The five perspectives do give coherence to the richness and vitality of the research
communication experience, The themes are addressed under the following headings:

= Strengthening user demand;

« The role of intermediaries in research uptake;

» Monitoring and evaluation tools;

« The role of the media in research uptake;

» Implications for resourcing successful research communication;
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= Engagement with the private sector; and

* The potential of information and communication technologies.

S Knowledge Sharing in Research processicycle
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13.9.1 Networking and rescarch communication

When research takes place in an organizational setup then a Network of people is
established to conduct the research. For speedy and effective communication the
network does not have to be large. Within large research organizations the team is set
up in house involving people of various departments.The organizations encourage
research teams (o set aside time regularly to share learning, progress, problems and
feedback. This would prove a simple and valuable exercisc for the team involved in
rescarch. They do not even have to be just within one country or institution, The
communication of research can be of face-to-face meetings, exchange visits, peer
reviews, exchange of report summaries, or email, telephone or Skype conferences
with peers in other countries, More formal initiatives, staff time permitting, could
include an organizational intranet or an internal e-newsletier or update.

13.9.2 Facilitate the researchers to communicate

It was noted that support to help researchers to communicate more effectively is
needed in threc areas;
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1. To improve incentives for researchers to communicate beyond their normal
audience of other researchers;

2. To build skills &t personal and institutional levels to more effectively
communicalte; and

3. To work with policy makers to strengthen their capacity and demand for evidence
in policy and practice.

It is therefore important to provide all necessary supporl to the researchers so that
they can build an effective communication for research.

13.9.3 Summary

The demand by users for research outputs depends on many factors such as whether:
» Whether they know the outpuls exist;

= Whether the outputs are of value to them;
* Whetherthey are in a format that th. % feel is accessible to them: and

* Whethertheir potential relevance merits the investment in time and effort required
to absorb and apply them.

Building capacity for research-based evidence requires effort at individual,
organizational and institutional levels through a complex mix of real and virtual
partnerships, networks and support tailored to the circumstances. With user demand
and capacily both strengthened, whether or not research evidence actually feeds into
improved decisions, policies and practices also depends on the specific context, political
pressures, individual personalities and timing. '

Researchers who make the challenging decision to engage with users early in the
research cycle through proper communication, strategically and imaginatively, can achieve
very positive results. So rescarch communication is one of the most important components
in fulfilling the demand of the target audience. It is therefore necessary to consider
the research communication and its various components from the beginning of the research,

The research communication should have stimulated demand and understanding
within their user groups. There are many opportunities to extend these processes with
end user groups that form the ultimate beneficiaries of rescarch and policy initiatives,
such as communities, educational and civil society organizations. Relatively simple
and low-cost approaches such as exchange visits and ICT techniques offer considerable
potential.
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13.9.4 Know yoursell:

13.9.5
L

Define rescarch communication. What is the purpose of research communication
What are the instructions that you follow to identify the channels of research
communication

What are the models of rescarch communication? Describe any one of them,
Describe knowledge management cycle in research communication

What is communication barrier? Name few barriers that slow down the process
of research.
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Unit 14 O Research Promotional Agencies

Structure

14.1 Objectives

14.2 Introduction

14.3 Research Promotional Agencies: At A Glance

14.4 Few Facts on Rescarch and Development in India
14.5 Conclusion

14.6 Summary

14.7 Questions /Self Assessment QQuestions

14.8 References

The UNESCO defines R&D as - ‘R&D is any crealive systematic activity undertaken
in order o increase the slock of knowledge, including knowledge of man, culture and
society, and the use of this knowledge 1o devise new applications’. The United Nations
statistics division defines R&D as - *Research and Development by a markel producer
is an activity undertaken for the purpose of discovering or developing new products,
including improved versions or qualities of existing products, or discovering or
developing new or more efficient processes of production’, ‘
India is one of the oldest civilisations in the world, has-one of the longest traditions
of research and writing. It has a very rich history dating back several millenninms.
Knowledge was preserved and propagated through an oral tradition. In this confext,
the teachers set up ‘residential schools’ in their own homes. Students were to live with
the teacher and his family and were exnsiled to share the daily chores of the Ifamily.
Sanskrit was the language of the educated and the texts were composed in this
language. Most of the major modern languages in India are derived from Sanskrit.
During the rules of Buddhist kings belonging to the Mauryan dynasty in the third and
second century BC India flourished with the establishment of institutions of learning.
Taxila, now in Pakistan, became the seat of learning where scholars journeyed to ]ﬁ.afn
and to be educated. Nalanda in eastern India became famous for the Buddhist University
where several religious conclaves were held. In the 10th century, Tndia was invaded
from the northwest and many founded their dynastic rule in India. Persian became the
court language and the educated elites became conversant in Farsi and Arabic. The
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dual traditions of Sanskrit and Farsi education were kept alive till the colonization of
India by the British. The British established schools to teach English and the sciences.
In 1857 three universilies were established in three metropolilan cities, Bombay (now
Mumbai), Calcutta (now Kolkata) and Madras (now Chennai) following Oxford or
Cambridge as models. Another university was established in 1887 in Allahabad. These
universities imparted education in the liberal arts and sciences. The main objective
was to prepare people for careers in the civil service, legal profession and in medicine,
The necd for technical education was also felt by the British, who established the first
industrial school attached to the Gun Carriage Factory in Guindy, Chennai, in 1842,

With this varied history of the higher education system, the current system is
primarily modeled after the British system, However, some the technical institutions
in engineering and management are modeled on the US system, The higher education
syslem remains primarily the responsibility of the state governments, although the
central government has taken the initiative in establishing and funding a few central
universities and other institutions of national repute. India has 14 major languages.
Institutions of higher education use English as the medium of instruction for most
courses, particularly in the technical fields, though the regional language remains a
major cultural artifact that provides the cultural context. The institutional framework
ol higher education in India is complex. There are scveral types of institutions:
universities, colleges, institutions of national importance, post-graduate instilutions
and polytechnics. Only the universitics are generally authorized (o grant degrees. By
special acts of Parliament, the institutions of national importance have been authorized
to grant degrees. Post-graduate institutions and polylechnics can grant diplomas and
are to be recognized by the All India Council of Technical Education. Universities are
of four types: state universities, central universitics, deemed universities (aidéd and
unaided), and private universities.

According to twelfth five year plan report “Research and innovation are now vital
functions of higher education worldwide. The value of interdisciplinary research is
recognised globally, as innovation is now happening at the inlersections of disciplines.
Collaboration is now central to innovation. Entreprencurship that leverages innovation
is also an increasingly integral part of higher education systems. While all (Higher
Education Institutes) HEIs cannot be expected to become research-based institutions,
it is vital that the couniry promote a research culture across all institutions while
ensuring special support for those able to engage in state-of-the-art research. The HEIs
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should contribute to the nationalinnovation agenda, even when they are not research
intensive—albeit in different ways, Teaching-focused institutions must train their
students in the techniques of research so that the doors to research-based graduate
education and employment are opened to them. Vocational institutions must enable
the future workforce to engage at least in the ‘development’component of R&D. Tt is
essential that all institutions equip their graduates with core skills of critical thinking,
communication, collaboration and creativily to enable the country to continuously
innovate to adapt to new environments”,

India’s research performance turned around in the last two decades, after over a
decade of stagnation. An improvement in scientific output is evident both in absolute
terms and relative to the comparison group. During the past 10 years, India’s overall
share of publications in the world has risen from 2.8 per cent o 3.4 per cent, with a
significant improvementin rescarcher productivily since 1999, India produces over
twice as many scientific publicationsa year than it did a decade ago. Though dwarfed
by China’s achievements, India’s output of publications has grown faster than that of
Brazil and Russia.

There are indicalions that research quality has improved as well. India’s publications
have accumulated 16,10,511 citations with 5.77 citations per paper, better than China,
but still low compared to the world average of 10.81 citations per paper. The relative
impact rose from 048 to 0.66 (world average being one). In 2009, India stood
eleventh in terms of the number of papers published, seventeenth in terms of the
number of citations, and thirty-fourth in terms of number of citations per paper as per
the ISI Web of Science.

Notwithstandingsuch achievements, Indian higher education continues (o have
limited research capacity. Low levels of funding and segregation of the country’s R&D
institutions from universities and colleges have been responsible for the weak
research capacity of Indian universities. It is disappointing to note that cven the
counlry’s top universities remain largely teaching-focused with limited research and
doctoral education.

This lack of research oricntation, even in the best of the Indian institutions, is
reflected intheir standing in global rankings, most of which rely heavily on measurable
indices of research performance, No Indian university figured amongst the top 200
universities in the Times Higher Education (THE) Rankings or the Academic Ranking
of WorldUniversities (ARWU) for the year 2011. While it is ncither necessary nor
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realistic to expect all institutions to achieve high levels of research excellence, a
natural pyramid ol quality cxcellence suggests that, if the average quality improves,
then the best will enter the top leagues of research-intensive universities. India’s
output in PhDs was small at 10,78 1in 2008-09, when compared against international
peers. The total number of PhDs in science and engineering at 4,500 is miniscule as
compared to the approximately 30,000 and 25,000 for China and the USA, respectively,
In terms of innovation and the creation of intellectual property, Indians file and receive
only a small number of worldwide patent applications (merely 11,937 applications
filed by Indians compared to 2,41,546 by Chinese in 2009)and no Indian academic
institution figures in the list of top applicants for patent filing.

Ouiput measures related to publications,patents/licensing and spinoffs can provide
some indications of research and innovation performance for research intensive
institutions though even for them, these would be too narrow for gauging overall
research performance, For less research intensive institutions, their contributions to
innovation and economic development could derive from much less visible activities
such as faculty consulting or development projects or education (o instil students with
creativity and entrepreneurship.

14.1 Objectives

Objective of this unit is to aware a researcher

e The initiatives which have been taken for enhancement of R&D in India..

e The apencies such as various Councils under different Ministrics which are
acting as advisory body as well as funding R&D in India.

e Guidelines provided by the agencies for writing research proposals as well as
reports.
Also acling as the repositories of theses and dissertations.
Policies taken by Government of India for R&ID.

14.2 Introduction

The current national innovation system in India is a vast and complex system comprised
of knowledge producers such as science and technology institutions, social sciences.
institutions,humanities institutions,academia, and innovating individuals and knowledge
users (e.g., industry-production/seryices in the public and private sectors),
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Thus India has evolved a large publicly [unded R&Dstructure, There are various
regulatory bodics and research structures under various Ministries, which cater to
different research areas and which are distributed around the country. Examples include:

@ Council of Scientific and Industrial Research (CSTR;
csir.res.in): established in 1941; 39 laboratorics
e Indian Council of Agricullural Research .(ICAR:
www.icar.org.in): established in 1929; 99 institutes and 17 research centres

e Indian Council of Medical Research (ICMR; iemr.nic.in): established in (1911);
30 laboratories

- ® Defence Rescarch & Development Organisation
(DRDO; drdo.gov.in): established in ( 1958); 48 laboratories
e Indian Council of Social Science Research (1969)
@ Indian Council of Historical Research(1972)
» National Council of Educational Research and Training (1993)
e All India Council for Technical Education (1987)

e University Grants Commission (1956)

The Government of India declared 2010-2020 as the “Decade of Innovation”, for
which the roadmap would be prepared by the newly established National Innovation
Council (NInC; innm'utiﬂncuuncii,glov.in}. The National Innovation Council is”the
first step in creating a crosscutling system which will provide mutually reinforcing
policies, recommendations and methodologics to implement and boost innovation
performance in the country” (NationInnovation Council, 2010). The Science, Technology
and Innovation Policy 2013 outlines the major policy initiativesto strengthen the
innovation ccosystem and give aboost fo the development of innovation-led
entrepreneurshipin India;

“The guiding vision. of a-'spiring Indian STI |5cience, Technology, and Innovation]
enterprise is to accelerate the pace of discovery and delivery of science-led solutions
for faster, sustainable and inclusive growth. A strong and viable Science, Research and
Innovation System for High Technology-led path for India (SRISHTI) is the goal of
the new STI policy.” (Ministry of Science and Technology, 2013).

Fund released state-wise by Government of India(2013-14 to2015-16) lor research
and development is given in the following table:
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State-wise Funds Released for Improvement and Enhancementol Capabilities
of Universities/Institution in Rescarchand Development in India
(2013-2014 to 2015-2016)

: (Rs. in Lakh)

States/UTs 2013-2014 2014-2015 | 2015-2016
Andaman and Nicobar Islands 209.44 83.62 124,59
Andhra Pradesh 1449.18 2490.83 a
Arunachal Pradesh 14.28 44.00 :
Assam 657.74 542.20 53596
Bihar . 55.51 464.17 6.60
Chhattisgarh 111.22 '355.50 21.64
Delhi 4951.96 5193.64 6366.37
Goa 206.36 343.65 : -
Gujarat 771.50 767.89 482 .82
Haryana 1016.71 1644,38 1218.57
Himachal Pradesh 538.25 93.60 219.74
Jammu and Kashmir 455.91 1134.34 739.66
Tharkhand 329.21 127.52 5.7
Karnataka 15391.40 7580.66 5990.47
Kerala 3200.48 1717.42 927.79
Madhya Pradesh 477.63 1068.12 83.15
Maharashtra 5548.51 4085.13 2845.17
Manipur 352.12 379.63 . 1124
Meghalaya 141.75 453.11 16.75
Mizoram 11.40 65.16 -
Nagaland - 34.59 —
QOdisha 985.21 893.20 653.83
Puducherry 285.25 240,40 254.36
Punjab 2136.15 1689.56 1268.05
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States/UTs 2013-2014 2014-20135 2015-2016
Rajasthan 22041 1305.79 134.07
Sikkim 57.57 - fi
Tamil Nadu 5974.52 6294.51 4159,52
Telangana 1678.66 1379.15 1266.87
- Tripura 60.90 149.00 =
Uttar Pradesh 4384.52 2374.67 2107.30
Uttarakhand 603.06 494.27 187.67
West Bengal 4656.31 3474.73 1806.02
India : 57024.12 46964.44 31540.96

Source : Lok Sabha Unstarred Question No. 1798, dated on 04.05.2016.

14.3 Research Promotional Agencies; At A Glance

Different regulatory authoritics under various ministries of Government of India
mentioned below strive to promote teaching and rescarch in emerging areas in
Humanities, Social Sciences, Languages, Literature, Pure Sciences, Engineering &
Technology, Pharmacy, Medical, Agricultural, Sciences elc.

1. Central Council for Research in Siddha

http:/fwww.siddhacouncil.com/

For the development of Siddha system of Medicine, Govt. of India, by bifurcating the
erstwhile CCRAS, formed CCRS (Central Council for Research in Siddha)' with its
headquarters in Chennai and five Rescarch Institutes/Units in three states namely,
Tamil Nadu (Chennai, Metlur&Palayamkottai), Puducherry (Puducherry) and Kerala
(Thiruvananthapuram). Siddha is a science of holistic health emphasising both drug
and diet for human health care.

The Council has the vision of preservation and (ransmission of Knowledge and
enhancement of the quality of rescarch for developing drugs with quality, safety and
cfficacy through well-established preclinical and clinical research facilities — to
prevent / manage /cure the diseases of varied aeliology. '

To undertake scientific research works in Siddha in a time-bound and cost-effective
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manner, to coordinate, aid, promote and collaborate research with different units of
sister Councils and Research Organizations,

To publish rescarch articles/rescarch journals, to exhibit achicvements and to
propagate research outcomes for all the stakeholders. To provide consultancy services
for research projects and drug development (adopting both classical and modern
techniques/equipments for Diagnosis, evolving evidence based Siddha drug treatment/
therapy and promoting Siddha drug manufacture in collaboration with the other technical
organizations)

Publication :

1. E book;Research in Siddha system of Medicine: science of holistic health/
- Ceniral council for Research in Siddha '
2. E book: Yoga in Siddha/Central council for Research in Siddha
3. CCRS guide lines for Siddha Practioners for Clinical Management of
Dengue fever
4. Praited books in Tamil, llindi and English languages.
5. Annual reports. '

2. National Council for Science and Technology Communication (NCSTC)

http://www.dst.gov.in/scientific-programmes/st-and-socio-economic-development/
national-council-scienee-technology-communication-neste
The National Council for Science and Technology Communication (NCSTC) is
“mandated to communicate Science and Technology to masses, stimulate scientific and
technological temper and coordinate and orchestrate such efforts throughout the country.
The programmes of NCSTC aims at building capacity for informed decision making
in the community and promote scicentific thinking. It is devoted towards societal
upliftment through the dissemination of scientific knowledge in an informed manner
and builds programmes with the help of different media which percolate down to
every nook and corner of the society.

The NCSTC focuses on outreach activities, training in Science and Technology
communication, development, production & dissemination of 5 & T software, incentive
programmes, and ficld based Sci-Com projects, research in S&T communication,
international co-operation, molivating students and teachers, envitonment awareness
and programmes with a special component exclusively for women.

Some of its important successful initiatives, over the years include the campaigns
over the Year of Scientilic Awareness, Year of Physics, Year of Astronomy, Year of.
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Mathematics, observation of the National Science Day and National Mathematies
Day, the National Children’s Science Congress, National Teacher’s Science Congress,
and Science Lxpress elc.

A multi- pronged effort has been developed by the NCSTC including:

¢ - Communicating science using folk media;
@ Use of mass & digital media for science communication and popularization:
e Use of Social media in science and Technology Popularization

Some important initiatives of the division are:

e Scicnce Media Research Initiatives

e Eco Media & Feo WNext initiatives

e Science Express Climate Action Special (15th Oct - 07th May 2016)
e National Children’s Science Congress

e Nalional Teacher’s Science Congress

e Initiative for Research and Innovation in Science (IRIS)

e India Innovation Initiative-i3

@ Regional innovation Science Hubs for Innovators (RISHI)

e Health and Nutrition through Community Radio

e  Academic/Iraining courses in S& T communication

@ Science and Technology Communication Programmes for Students

e Explaining Science behind Miracles
Major Programmes:

Scicnee Express is a unique mobile science exhibition mounted on a 16-coach, AC
train, travelling across India since 2007, Science Express showcased the lascinating
world of science, groundbreaking discoveries, cutting-edge science & future-oriented
technologies for initial 4 years. In 2012, Science Express was redesigned on the theme
‘Biodiversity’ and for 3 years it was running as Science Express Biodiversity Special
(SEBS), aimed al erealing awareness on Biodiversity of Tndia. Science Express has
covered over 122,000 km across the country, receiving more than 1.33 crore (13.3
million) visitors at its 391 halts, over 1,404 days, Tt has thus become the largest,
longest running and most visited mobile science exhibition, prabably in the world and
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has created several records in its wake. The next phase of Science Express is soon
coming up as Climate Change Special. More information on www.sciencexpress.in

o National Children’s Science Congress

This is an opportunity for brilliant young scientists (10 -17 years of age group), started
since 1993 to popularize the method of science with following steps:

e work in leams under a guide on an identified theme

e sclect a problem from the neighborhood

® develop a hypothesis and conduct field research

@ see patlerns in data and prepare a report

e present findimgs belore peer group in one’s own language.

Innovative projects are sclected for district congress, state congress and national

convention, Each stale also sends two delegates to the annual scssion of the Indian
Science Congress.

The NCSC has been organized in almost all districts every year with more and
more schools joining the activity. Developing an aclivity book, training workshops for
guide teachers, evaluating the research projects and coordinating the district and state
level conventions arc enriching experiences for a number of organizations.

e National Science Day

Every year on February 28, is celebrated as the National Science Day. The programme
was initiated by department to trigger science popularization activitics throughout the
country and to disseminate scientific education about the current issues of science and
technology amongst the citizens of the country. The programmes starts around the
national science day and activities like lectures, quiz, radio, television shows, open
houses and debate etc. are organized around a central theme, These programmes are
organized nationwide through the stale S&T Councils, science and Technology
Departments.

® Feo Media & Eco Next initiatives

Elfective science communication can change ways of communily learning, peoples’
access to knowledge & resources, and socictal paradigms. The science behind
management of ecological resources, habitat & ccosystems services is central to our
well being and ability to work, Tt thus addresses critical life cycle needs and complexilies
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of social, economic and céningical nature. In today’s fast-paced world, role of media,
both in printed and electronic forms, is critical in leveraging furthering these goals.
The initiatives would support a direct and purposeful communicative paradigm, as
Science Media & LEco Next Youth leadership and promoting informed choices and
decision making. The Eco Media & Eco Nex! iniliatives focus upon promoting real-
time responsiveness and eco-media leverage for promoting integrated efforts for
conservation of natural resources, specilically aimed al —

e Developing models in public guidance systems based on science communication,
like location specific innovative initiatives for actionable learning and building
field capacity for adopting scientific & best practices in knowledge critical
domains.

e Knowledge led motivation of youth for leadership and improvement of quality
of lifc of specific target groups based on scientific approaches of ‘Being- on-
their -Own' and ‘Collective response’ to challenges and location specific
problems.

e Serving national priorities of Government of India like Swachh Bharat, Access
to Safe Water, Ecological Health of Rivers, cte.

e S&T Awareness for conservation of Resources &Sustainable development

STARS Nationwide training cum awareness programimes on understanding weather, climate
change and disaster preparcdncss [or sustainable development; Grameen Vigyan Japgriti,

A programme on rational use of pesticides, fertilizers, demystification and awareness
generation about malpractices like female feticides, food safety, genetically modified
crops, Biodiversity awareness related programimes.

India Innovation Initiative - i3 is a Public-Private Partnership (PPP) initiative of
NCSTC. Each year hundreds of innovations are received from across the country
contributors include students, industry professionals, individual and grassroots
innovators in various ficlds such as Life Sciences, Electronics & Communication, IT,
Energy and Engineering Technologies. It is a national level competition for promoting
the spirit of science & technology in the country. Students enrolled in AICTE approved
institutions and others are eligible.

e National Teachers’ Science Congress (NTSC)

Initiated by NCSTC, the NTSC provides a forum to teachers of the country to enhance
their level of scientific awareness. The first national evenl was held in 2003. Presently
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it has become a biennial activity of NCSTC. Besides teachers educators of vocational/
open schools/teachers educators/DIET faculty/B.Ed and universily researchers,
scientists, technologists and activists are also eligible to submit their papers.

e Mathematics Awareness Resources & Initiatives (MARI)

Various initiatives are encouraged to enthuse, motivate and inculcate, a positive attitude
to learn mathematics in the younger generation ranging from identification and
introduction of best teaching practices and resource persons: Capacity building of in-
service teachers & students through training/ camps in Mathematics: Development,
production & Dissemination of teaching learning materials (TLMs) like posters,
Mathematics kits, resource manuals, booklets, models, cte. for Mathematics and
research in related areas. .

Every year since 2012, birthday of SrinivasaRamanujan, a great mathematician is
celebrated as "National Mathematics Day” with the help of statc S&T Councils,
throughout the country.

e Hxplaining Science behind Miracles

There is exposure on the training module aiming at providing basic skills in performing
& investigating such miracles and based on science behind it, Miracles are performed
by so called Godmen who want to mislead the gullible, but fact is that all miracles are
based on various principles of science.

@ Motivational Programme

To encourage bright students to select careers in science it is imperative to sensitize
them about science & technology related work going on various laboratorics, universitics
and scientific institutions in the country.

To encourage bright students to select careers in science, the National Council for
Science & Technology Communication, New Delhi invites proposals from research
laboratories, universities, Aided institutions of the Department of Science & Technology,
GOI, New Delhi, State S&T Councils and other interested scientific institutions for
hosting motivational programmes in their institutions.

Foeus: The main objective is to kindle interest of the students in taking up pure
sciences as academic and carcer option, students are sensitized about the science &
technology related work going on with an exposure of various sophisticated instruments,
facilities in S&T laboratories;
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Duration: Duration of the programme is one week; which can also include a one
day open house for the parents and other target groups, the programme will be highly
interactive and preferably residential.

Target: Students of X & X1 th standard with science background (for one week
program), teachers and parents ( for a day long interaction only)

Proposals are invited as per the timeline for NCSTC proposals i.e, in April and
October months each year from universities, laboratories, coordinating field agencies,
The same should be submitied as per NCSTC guidelines and format.

Many significant initiatives have given rich dividends to the nation. Some of these
include:

Audio/Radio Programmes

Science based radio serials on various topics are produced and broadcasted byl19
stations of All India radio (ATR) and through community radio. Some of the popular
serials are: “JeevanBk-RoopAnek”, Rahiyematwaley, “AnkonkeKhiladi”, Radio
Mathematics (on community radio). '

Video Programmes

Video programmes were made and telecast on DD. They are Challenge Chatani,
“Utthan”, lgnited Minds I-TT, Hum HongeKamyab, Fossil Memoirs etc. Video CD's on
achievements of S&T in India were also developed and telecast.
Web based programmes

e Interactive Web Portals on Mathematics

e Web Portal on Planet Earth
GanitYatra in the state of Maharashtra

A state level campaign in the tribal districts of Maharashtra was undertaken as
“GanilYatra”, a regional jatha Supported by NCSTC. Resource material in terms of
dramas, CDs, gamtgcf:t, hooklets, calander ctc. were brought out.

Training Manuals & Kits Developed

Mathematics kit, Weather Kit, Simple Tasks - Great Concepts, LASER kit for Students,
Parakhi, Module on Microorganisms, Vermi-Composting, Astronomy kit, Biodiversity
kit etc. are made and disseminated among the children '
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Puhlications:

General Guidelings for NCSTC

e ' Guidelines for [illing post sanction delails for NCS5TC Programmes

e GFR 19a _

e Revisced guideliﬁeﬂ for Utilization Certificale Submission

e Timelines for receipt of proposals in NCSTC

e Programme Not Supported

e Theme for the National Science Day 2016

e Projects

Library : Library has a collection of 22000 books . Library is subscribing 110
scientific and technical journals. Library provides OPAC service,

3. National Innovation Council:

http:/finnovationcouncilarchive.nic.in/-

The former Prime Minister set up the National Innovation Council (NInC) under the
Chairmanship of Mr. Sam Pitroda to discuss, analyse and help implement strategics
for inclusive innovation in India and prepare a Roadmap for Innovation 2010-2020.
NInC would be the first step in creating a crosscutting system which will provide
mutually reinforcing policies, recommendations and methodologies to implement and
boost innovation performance in the country.

The National Innovation Council is working with the Ministry of Human Resource
Development on a proposal [or the creation of 20 Design Innovation Centres, an Open
Design School and a National Design Innovation Network that will connect these new
design schools together, along with a wide range of stakeholders. The goal is to
increase the reach of design education and promote wide-ranging design innovation.

Initiatives:

LIndustrial Initiatives:The Innovation Clusters initiative seeks to bring out the
needs of both industry and academia and provide a means of addressing the needs
through pro-active regional ecosystems of collaboration. NInC will catalyse and tacilitate
creation of such innovative clusters through Cluster Innovation Centers (CICs) which
will act as hubs for connecting various regional/national actors and stakeholders in
symbiotic relationships. These CICs will then drive need based . innovation in the
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clusters connecting demand 1o supply and sharing information/knowledge among the
stakeholders, )

Publication: Book-National Innovation initiatives2010-2014,
Resources Library: Library has a collection of presentations,reporis ete.

4. Indian Council of Agricultural Research

(http://www.icarorg.in/)

The Indian Council of Agricultural Rescarch (ICAR) is an autonomous organisation
under the Department of Agricultural Research and Education (DARE), Ministry of
Agriculture and Farmers Welfare , Government of India, Formerly known as Imperial
Council of Agricultural Research, it was established on 16 July 1929 as a registered
sociely under the Societies Registration Act, 1860 in pursuance of the report of the

Royal Commission on Agriculture. The ICAR has its headquarters at New Delhi.

The Council is the apex body for co-ordinating, guiding and managing research and
education in agriculture including horticulture, fisheries and animal sciences in the
entire country. With 101 ICAR institutes and 71 agricultural universities spread across
the country this is one of the largest national agricultural systems in the world.

It has played a major role in promoting excellence in higher education in agriculture;
It is engaged in cutling edge areas of science and technology development and its
scientists are internationally acknowledged in their fields.

Publication: Annual reports, Project reports, Abstracting journals, Magazines etc.

Resource Centre/ Library: Library has a collection of 85000 documents including
books, repotts, journals. Library provides Web OPAC service.

5. Council of Scientific and Industrial Research
http://www.csir.res.in/

The Council of Scientific & Industrial Research (CSIR), known for its cutting edge
R&D knowledgebase in diverse S&T areas, is a conternporary R&D organization.
Having pan-India presence, CSIR has a dynamic network of 38 national laboratories,
39 outreach centres, 3 Innovation Complexes and 5 units. CSIR's R&D expertise and
experience is embodied in about 4600 active scientists supported by about 8000
scientific and technical personnel,

CSIR covers a wide spectrum of science and technology — from radio and space
physics, occanography, geophysics, chemicals, drugs, genomics, biotechnology and
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nanotechnology 1o mining, aeronautics, instrumentation, environmental engineering
and information téchnology. It provides significant technological intervention in many
areas with regard to Societal efforts which .include environment, health, drinking
water, food, housing, energy, farm and non-farm scctors. Further, CSIR’s role in S&T
human resource development is noteworthy. {lessiis

Pioneer of India’s intellectual property movement, CSIR today is strengthening its
patent portfolio to carve out global niches for the country in select technology domains.
CSIR is pranted 90% of US patents granted to any Indian publicly funded R&D
organization. On an average CSIR files about 200 Indian patents and 2350 foreign
patenls per year. About 13.86% of CSIR patents are licensed - a number which is
above the global average. Amongst ils peers in publicly funded research organizations
in the world, CSIR is a leader in terms of filing and sccuring patents worldwide.

CSIR has pursued cutting cdge science and advanced knowledge frontiers. The
scientific staff of CSIR only constitute about 3-4% of India's scientific manpower but
they contribute to 10% of India’s scientific outputs. In 2012, CSIR published 5007
papers in SCI Journals with an average impact factor per paper as 2.673. In 2013,
CSIR published 5086 papers in SCI journais with an average impact factor per paper
as 2.868. _

Publication : Annualreport,Directory,Scientific Papers.

Library(Knowledge Resource Centre):The library of CSIR-HQ was established
in 1964 and has gradually become the Knowledge Centre with the emergence of new
technologies. It was, therefore, renamed as ‘Knowledge Resource Centre (KRC)' in
2008. The aim of KRC is to meet the growing information needs of the staff.

The KRC has large collection of information resources on Science, Technology,
and Management. The collection mainly comprises of print books and journals,
electronic resources, and online resources. The KRC provides information services Lo
the users from its print and non-print resources.Library provides Online Public Access
Service,

6. Indian Nursing Council

http:/fwww.indiannursingcouncil.org/
Indian Nursing Council was established for following purpose
@ To establish and monitor a uniform standard of nursing education for nurses
midwife, Auxiliary Nurse- Midwives and health visitors by doing inspection of
the institutions, '
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To establish and monitor a uniform standard of nursing education for nurses
midwife, Auxiliary Nurse- Midwives and health visitors by doing inspection of
the mstitutions.

To recognize the qualifications under scetion 10(2)(4) of the Indian Nursing
Council Act, 1947 for the purpose of registration and employment in India and
abroad.

To give approval for registration ol Indian and Foreign Nurses p::lssc'ssiﬁg
foreign qualification under section 11(2)(a) of the Indian Nursing Council Act,
1947,

1o prescribe minimum standards of education and training in various nursing
programmes and prescribe the syllabus & regulations for Nursing programms.

Power to withdraw the recognition of qualification under section 14 of the Act
in case the institution fails to maintain its standards under Section 14 (1)(b)
that an institution recognised by a State Council for the training of nurses,
midwives, Auxiliary Nurse Midwives or health visitors does not satisfy the
requirements of the Couneil.

To advise the State Nursing Councils, Examining Boards, State Governments
and Central Government in various important items regarding Nursing Education
in the Country. 51t

To regulate the training policies and programmes in the field of Nursing,

To recognise Institutions/Organisations/Universities imparting Master’s Degree/
Bachelor’s Degree/P.G. Diploma/ Diploma/Certificate Courses in the field of
MNursing.

.To Recognise Degree/Diploma/Certificate awarded by Foreign Universities/

Institutions on reciprocal basis.

To promote research in Nursing,

To maintain Indian Nurses Register for registration of Nursing Personnel.
Preseribe code of ethics and professional conduct.

To improve the quality of nursing education,

Conducts Ph.D. in nursing.

292



Publication : Brochures, Mannuals, Syllabus, Annual reports, News Letter etc.
7. Dental Council of India

lut!n:ﬂ' www.dciindia.org.in/

Dental Council of India is a Statutory Body incorporated under an Act of Parliament
viz. The Dentists Act, 1948 (XVT of 1948) to regulate the Dental Education and the
profession of Dentistry throughout India and it is financed by the Govt. of India in the
Ministry of Health & Family Welfare (Department of Health) through Grant-in-aid.
The General Body of the Dental Council of India representing various State
Governments, Universities, Dental Colleges, Central Government, ete

Publicalion: Rules, Regulations, Acts

8. Indian Council of Medical Rescarch
hitp://www.icmrenic.in/

The Indian Council of Medical Research (ICMR), New Delhi, the apex body in India
for the formulation, coordination and promotion of biomedical research, is one of the
oldest medical research bodies in the world,

The ICMR has always attempled to address itself to the growing demands of
scientific advances in biomedical research on the one hand, and to the need of finding
practical solutions to the health problems of the country, on the other. The ICMR has
come a long way from the days when it was known as the TRFA, bul the Council is
conscious of the fact that it still has miles to go in pursuit of scientific achievements
as well as health targets,

e (911

-First meeting of the Governing Body of the Indian Research Fund Association
(IRFA) was held on November 15, 1911 (at the Plague Laboratory, Bombay,
under the Chairmanship of Sir Harcourt Butler).

-Articles ol the Association were considered and a Scientific Advisory Board
was constituted at the same meeting.

e 1912

-At the 2nd meeling of the Governing Body, a historic decision was taken to
start a journal for Indian Medical research.

e 1913-1914

-The Indian Journal of Medical Research was started in 1913-14 (under the
authority of the Director-General, Indian Medical Services).

e [918-1920
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-The ‘Beri-Beri Enquiry” was started at Coonoor (under the guidance of Sir
Robert McCarrison). ¢
-'Quinine and Malaria Enquiry’ was initiated (under Major Sinton at Kasaulj).
-Kala-azar Ancillary Enquiry was started (with Major Knowles and Dr. Napier).
-Research on Indigenous Drugs was initiated (under Col. R.N. Chopra at the
Calcutta School of Tropical Medicine, Calcutta).

1923

-The first All India Conference of Medical Research Workers was convened at
the Calcutta School of Tropical Medicine and Hygiene, CaiLuLI a. {This became
an annual event subsequently). i
1925

-Research on Nutritional diseases was starled al Coonoor (by Col. McCarrison
under ‘Deficiency Diseases Enquiry’).

1926

-IRFA received the first munificient public contribution of Rs.1 lakh from the
Maharaja of Parlakimedi.

1927

-Fructification of the plans of Lt.Col. §.R. Christophers for creation of a
Central Malaria Organization as “Malaria Survey of India” (by absorbing the
Central Malaria Bureau at Kasauli and the Enquiries on Quinine and Malaria
and Indian Culicidae).

-An Experimental Malaria Station was set up at Karnal as a part of Malaria
Survey of India. '
1929 -

-The ‘Deficiency Diseases Enquiry’ was converted into a Centre of Nutrition
Research (with Col. McCarrison as its first Director).

-The Publication of *Records of Malaria Survey of India” was started.

1932

“The Governing Body of IRFA completed the task of setting up the Institute of
Hygicne and Public Health at Calcutta.

1937

A course of training in Nutrition was started at the Nutrition Research
Laboratories at Coonoor,

-"The Nutritive Value of Indian Foods and Planning of Satmiﬂctnry Diets” was

prepared (which has now heen reprinted repeatedly).
1938
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-IREFA was registered as a local body not administered by the Government on
March 22, 1938 under the Governmenl of Tndia Act No, XXI of 1360,

-In tune with the recommendation of the Conterence of Far Eastern Countries
on Rural Hygiene held in Java in 1937, the Government of India decided that
the Nutrition Advisory Committee of the IRFA should also function as the
National Nutrition Committee for India. . '
-The “Malaria Survey ol India” was re designated as the “Malaria Tnstitute of
India™.

-"The Records of the Malaria Survey of India” was re desipnated as the “Journal
of the Malaria Tnstitute of Tndia” (which subsequently became the Indiari Journal
of Malariology in 1947).

» 1941
-A Research Fellowship Scheme was started by TRFA.,
e 1942

“Transmission cycle of the parasite of Kala-azar was elucidated by Swaminath,
Smith, Shortt and Anderson.
e 1945

-A Clinical Research Advisory Commitlee was appointed as a first slep to
enable greater attention being paid to clinical rescarch and the development of
research in medical colleges.

-A Clinical Research Unit (the first research unit of IRFA attached to a medical
institution) was established at the Indian Cancer Research Centre, Bamba},r.'

e 1048
-Dr. C.G. Pandit was appointed as the first full time secretary of IRFA in July
1948, :

o 1940

-TRFA was re designated as the Indian Council of Medical Research (with Dr.
C.(G. Pandit as its first Director).

The ICMR is funded by the Government of India through the Department of Health
Rescarch, Ministry of Health & Family Wellare.

The Council's research priorities coincide with the National health priorities such
as control and managemeat of communicable diseases, fertility control, maternal and
child health, control of nutriiional disorders, developing alternative strategies for
health care delivery, containment within safety limits of environmental and occupational
health problem; research on major non-communicable diseases like cancet,
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cardiovascular diseases, blindness, diabetes and other metabolic and hacmatological
disorders; mental health research and drug research (including traditional remedies).
All these efforts are undertaken with a view to reduce the lotal burden of discase and
to promote health and well-being of the population.

The Governing Body of the Council is presided over by the Union Health Minister,
It is assisled in scientific and technical matters by a Scientific Advisory Board
comprising eminent experts in different biomedical disciplines. The Board, in its turn,
is assisted by a serics of Scientific Advisory Groups, Scientific Advisory Committees,
Expert Groups, Task Forces, Steering Committees ete.which evaluate and maonitor
different research activities of the Council .

The Council promotes biomedical research in the country through intramural as
well as extramural research. Over the decades, the base of extramural research and
also its stralegies have been expanded by the Council.

Publication: Indian Journal of Medical Research,Bulletins, library bulletins, Annual
Reports,Other Research Reports,Health Research Policy,Directories, Guidelinesetc.

9 Indian Council of Social Science Research:
http:/ficssvorg/

Indian Council of Social Science Research (ICSSR) was cstablished in the year of
1969 by the Government of India to promote research in social sciences in the country.
The Council was meant Lo ,

e Review the progress of social scicnce research and give advice to its users;:
Sponsor social science research programmes and projects and administer grants
to institutions and individuals for rescarch in social sciences;

e Institute and administer scholarships and [ellowships for research in social
sciences;

e Indicate areas in which social science research is to be promoted and adopt
special measures for development of research in neglected or new areas;

e Give linancial support Lo institutions, associations, and journals engaged in
social scicnee reseatch;

o  Ajgrange for technical training in research 111@thndulug}f and to provide guidance
for research;

e Co-ordinate research activities and encourage progrmmes for ml:uduuplmdry :
research;
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e Dcvelop and support centers for documentation services and supply of data;

e Organize, sponsor, and finance seminars, workshops and study groups;.

e Undertake publication and assist publication of journals and books in social

sciences; '

Advise the Government ol Tndia on all matters pertaining to social science research
as may be referred (o it from time to time; and take such measures gencrally as may
be necessary from time to time o promole social scicnee research and its utilization,
At present ICSSR is supporting 30 Rescarch Institutes in India. Publication: National
Fellowship Guidelines, Scnior PFellowship Guideline.Post Doctoral Fellowship
Guideline, Doctoral Fellowship Guideling, Newsletters, monographs, research
reports,ICSSR Journal of Abstracts and Reviews. Library: ICSSR  Library has a
reach collection of books journals, reports, research reporis ete Library provides OPAC
sCrvice.

" 10 Indian Council of Historical Research

http:/fichracin

Indian Council of Historical Research is an autonomous organization which was
established under Societies Registration Act (Act X X1 of 1860} in 1972, The objectives
of the Indian Council of Historical Research (hereafter referred to as the *Council’)
as laid down in the Memorandum ol Association are as follows:

- *to bring historians together and provide a forum for exchange of views between
them; ; fe
- 1o give a national direction to an objeetive and scientific writing of history and
to have rational presentation and interpretation of history;

- to promote, accelerate and coordinate rescarch in history with special emphasis
on areas which have not received adequate attention so far;

- to promote and coordinated a balanced distribution of research effort over difterent
areas;

- {0 elicit support and recognition for historical research from all concerned and
cnsure the necessary dissemination and use of results.”

In pursuance of these objectives (a) the Council provides fellowships and financial
assistance to the young teachers in colleges, universities and registered research
orpanizations, as well as to senior scholars who might need financial support, (b)
brings historians together by providing financial assistance for holding symposia,
seminars, workshops, cte for exchanging views related to history, (c) provides
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publication subsidy to the seminars, congress proceedings and journals so that these
publications may rcach to researchers and scholars, (d) publishies a biannual Journal
- the Indian Historical Review, and another journal Itihas in Hindi, (¢) maintains a
large and expanding Library-cum-Documentation Centre exclusively for rescarchers
and scholars, (f) maintains two regional centres namely ICHR North-East Regional
Centre (Guwahati) and ICHR Southern Regional Centre (Bangalore), which provide
assistance to researchers / scholars, (g) and takes such other measures as the Council
considers : appropriate in order to implement the stated objectives of the Indian Council
of Historical Research.

Publication: The Indian Historical Review,Itihas Manuscript subscription guidelines,
&0 books,

Library: Library has 70000 printed materialswhich include books, reports,
conlerence proceedings, theses and dissertations,

11 Indian Council of Philosophical Research

hittp:/fwww.icprin

The Indian Council of Philosophical Research set up by the Ministr y of Education,
Government of India, was registered as a society in March 1977 under the Societics

Act, 1860, but it actually started functioning in July 1981 under the Chairmanship of
Professor D.P. Chattopadhyaya.

The Council has been set up by the Government of India to achieve the following
aims and objectives:

® To review the progress of research in Philosophy from time to time;
To sponsor or assist projects or programmes of rescarch in Philosophy;

e To give financial support to institutions and organizations engaged in the
conduct of research in Philosophy;

e To provide technical assistance or guidance for the formulation of research

' projects and programmes in Philosophy, by individuals or institutions, and/or

organize and support institutional or other arrangements for training in research
methodology;

® 'lo indicate periodically areas in and topics on which research in Philosophy
should be promoted and to adopt special measures for the development -;:l*
research in neglected or developing areas in Philosophy;
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e To co-ordinate research activities in Philosophy and to encourage programme
of inter-disciplinary research; '

o ‘loorganize, sponsor and assist seminars, special courses, study circles, working
groups/parties, and conflerences for promoting rescarch in Philosophy, and to
cstablish institutes for the same purpose;

o To give grants for publication of digests, journals, periodicals and scholarly
works devoted to research in Philosophy and also to undertake their publication;

e To institute and administer fellowships, scholarships and awards for research
in Philosophy by students, teachers and others;

e To develop and support documentation services, including maintenance and
supply of data, preparation of an inventory ol current research in Philosophy
and compilation of a national register of philosophers;

s To promote collaboration in research between Indian philosophers and
philosophical institutions and those from other countries;

e To take special steps to develop a group of talented young philosophers and (o
encourage research by young philosophers wc-rkmg in universities and other
institutions;

e ' To advise the Government of India on all such matters pertaining to teaching
and research in philosophy as may be referred to it by the Gover nment ul" India
from time (o time;

e To enter into collaboration on mutually agreed terms, with other institutions,
organizations and agencies for the promotion of research in Philosophy;
e To promote teaching and research in Philosophy;

e Generally to take all such measurcs as may be found necessary from time to
time to promote research in Philosophy; and

» To create academic, administrative, technical, ministerial and other posts in the
Council and to make appointments, thereto in accordance with the provisions
of the Rules and Regulations

Library: Library is having 30000 books,107 Juumdh
Publications: ICPR journal,books,monograph,projectreport,survey reports
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12 Central Council for Research in Homeopathy:

http://cerhindia.org/

The Central Council for Research in Homoeopathy (CCRH) was formally constituted
on 30" March 1978 , as an autonomous organization and was registered under the
Socicties Registration Act XXI of 1860. Tt was, however, in January 1979, that the
Council started functioning as an independent organization.

Activities:

¢ Toformulate the aims and patterns of research on scicntific lines in Homoeopathy

e Toinitiate, develop, undertake and coordinate scientific research in fundamental
and applied aspects of Homoeopathy

e ‘lo exchange information with other institutions, associations and societies
interested in the objectives similar to those of the Council

® To collaborale research studies with other Institutes of Excellence towards
promotion of Homoeopathy

e To propagatc research findings through monographs, journals, newsletters,
LE.&C. materials, seminars/workshops and develop audio-visual aids for
dissemination of information to the profession and public

The council is supporting and providing guidelines to 29 units in different states
and union territories in India. :

Publication: Guidelines, manuals, books, monographs, Indian Journal of Research
in Homeopathy, newsletter, Annual Report.

Library: Library holds 10923 books, subscribing 16 journals, 2165 back volumes.

13. National council of teachers Education

hitp://ncte-india.org/

The National Council for Teacher Education, in its previous status since 1973, was an
advisory body for the Central and State Governments on all matters pertaining to
teacher education, with its Secretariat in the Depariment of Teacher Education of the
National Council of Educational Research and Training (NCERT). Despite its
commendable work in the academic fields, it could not perform essential regulatory
functions, to ensurc maintenance of standards in teacher education and preventing
proliferation of substandard teacher education institutions. The National Policy on
Education (NPE), 1986 and the Programme of Action thereunder, envisaged a National
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Council for Teacher Education with statutory status and necessary resources as a first
step for overhauling the system of teacher education. The National Council for Teacher
Education as a statutory body came into existence in pursuance of the National Council
for Teacher Education Act, 1993 (No. 73 of 1993) on the 17th August,1995.

Activities : Activities of the Council is described below:

Undertake surveys and studies relating to various aspects of teacher education

and publish the result thercof;

Make recommendations to the Central and State Government, Universities,
University Grants Commission and recognised institutions in the matter of
preparation of suitable plans and programmes in the field of teacher education;
Co-ordinate and monitor teacher education and its development in the country;
Lay down guidelines in respect of minimum qualifications for a person to be
employed as a teacher in schools or in recognised institutions:

Lay down norms for any specified calegory of courses or, (rainings in teacher
education, including the minimum eligibility criteria for admission thereof, and

the method of selection of candidates, duration of the course, course contents
and mode of curriculum: .

Lay down guidelines for compliance by mcnglﬂqed institutions, for starting
new courses or training, and for providing phj-,fsu:al and instructional facilities,
staffing pattern and stafl qualification;

Lay down standards in respect of examinations leading to teacher education
qualifications, criteria for admission to such examinations and schemes of
courses or training;

Lay down guidelines regarding tuition fees and other fees chargeable by
recognised institutions;

Promote and conduct innovation and research in various areas of teacher
cducation and disseminate the results thereof;

Examinc and review periodically the implementation of the norms, guidelines
and standards laid down by the Council, and to suitably advise the recognised
institution;

Evolve suitable performance appraisal system, norms and mechanism for
enforcing accountability on recognised institutions;

Formuiate schemes for various levels of teacher education and identify
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recognised institutions and set up new institutions for teacher development
| | programincs; ' : '
s Take all necessary steps Lo prevent commercialisation of teacher edueation; and

e Perform such other functions as may be entrusted to it by the Central
Government. ' ' '

NCTE has four regional bodies.

Publication :Indian Journal of Teacher Education, Journal of Teacher Support,
Anweshika (Hindi lnumal} Regulatmns Curriculum framework, brochure, books,
statute, cte. )

14.4 Few Facts on Research and Development in Im:ha

Tn this unit activities of few Research Promoting Agencies arc described in 14, 3
Following table shows the Councils which are at present active and promoting
research and development in India:

Serial | Name Year Web Addressfémail |
Mo

1 Central council
for Research in 4
Siddha http:/fwww.siddhacouncil.com/

4 National
Council for
Science and
Technology
Communication
(NCSTC) =R http://www.dst.gov.in -

3. National

" | Innovation _ :
Coungil (NInC) | http:/innovationcouncilarchive.nic.in/
4 Indian
Council of
Agricultural _
Research(1CAR) hitp://www.icar.org.in/
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Serial
No

MNaimne

Year

Web Address/email

Council of
Scientific and
Industrial
Research (C51IR)

1942

http:/fwww.csir.res.in/

Indian
Nursing
Council(INC)

1947

http//www.indiannursingcouncil.org/

Diental council

| of India(DCI)

1948

hitp:/fwww.dciindia,org.in/

Indian Council
ol Medical
Research(ICMR)

1949

http:/fwww.icmr.nic.in/

University
Grants
Commission(UGC)

1956

http:/fwww.uge.ac.in/

10

Medical Council
of India(MCI)

1956

http://www.mciindia.org/

i

Mational Council
of Educational
Rescarch and
Training{NCERT)

1961

htip:/fwww.ncert.nic.in/

12

Bar Council
of lndia{BCl}l :

1961

http:/fwww.barcouncilofindia.org/

13

Indian Council
ol Social Science
Research (ICSSR)

1969

Www.icssrorg

14

Central Council of
Indian Medicine
(CCIM)

1970

https:/fecimindia.org/
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Serial
No

Name

Year

Web Addressfemail

15

Indian Council
of Historical
Research (ICHR)

1972

hiip:#fichr.ac.in

Council of
Architecture(Cod)

1972

https://coa.gov.in/

Science and
Engineering
Research Council
(SERC)

1974

hitp:/fwww.serb. goviin/home.php

I8

Indian Council
of Philosophical
Rescarch (ICPR)

1977

www.icprin

19

Central Council
for Research in
Homoeopathy
(CCRH)

1978

hitpe/lcerhindia.org/

20

Veterinary Council
of India(VCI)

1984

http://veinic.in

21

Distance Education
Council (DEC)Y
Distance Education
Bureau

1985

http:/fwww.uge.ac.in/deb/index. himl

22

Rechabilitation
Council of
India{RCT)

1992

‘hitp:fwww.rehabeouncil nic.in/

23

MNational Council
for Teacher
Education

1993

hitp:/fucte-india.org/

24

MNational Council
ol Rural Institutes
(NCRT)

1995

wWww.neri.in
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14.5 Conclusion

Based on the recommendations of the National Knowledge Commission (2005) and
the Committee on Renovation and Rejuvenation of Higher Education (2009), sleps
were initiated during the Eleventh Plan to create a new legislative framework and
provide a new governance structure for higher education in the country, For this
purpiee several new laws are currently under consideration. These include (i) The
Prosibition of Unfair

Practices in Technical Educational Institutions, Medical Educational Institutions
and Universities Bill aimed at checking unfair practices relating to capitation fees and
misleading advertising through mandatory disclosures by academic institutions;(ii)
The National Accreditation Regulatory Authority for Higher Educational Institutions
Bill that seeks to make accreditation by independent accreditation agencies mandatory
for all higher educational institutions; (7i/) The Education Tribunals Bill to create a
Central tribunal and State-level tribunals for expeditious resolution of disputes relating
to institutions,

faculty, students and regulatory authorities; (iv) Foreign Edueational Institutions
(Regulation of Entry and Operations) Bill to enable quality foreign education institutions
to enter and operate in India and regulate operations of foreign education providers:

(v) National Commission for Higher Education and Research (NCHER) Bill to
create an umbrella regulatory authority subsuming the UGC, and current regulators,
AICTE, NCTE and DEC: and (vi) The National Academic Depository Bill, 2011, to
create a repository of all academic credentials in the country.

These new laws together reflect the Government’s focus on quality, accountability,
access, and inclusion and on preparing the country’s higher education system for a
more competitive globalising world. These reforms would enable and facilitate
innovative and high-quality institutions to grow, while making it difficult for poor-
quality institutions to operate. In the next few years, a new governance structure at the
national-level consisting primarily of the NCHER, National- and State-level Tribunals
and the National Authority for Accreditation would be in place.

In the meantime, the UGC and other regulatory agencics have an opportunity to
revitalise themselves to ensure a smooth transition to the NCHER. In this context, a
review of internal processes and staff capabilities is essential and agencies should
draw up year-wisc transformative action plans. In addition, the UGC could immediately
implement a number of innovative financing schemes that could impact the state of
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higher-education significantly, For example, (7) the UGC could shift from its current
scheme-based approach to more effective programmatic interventions including norm-
based financing of institutions; (/i) it could consider a move [rom historically determined
detailed operational budgets to formula-based funding for general operations; (i) it
could start strategic funding of innovative programmes to promote certain activities/
changes/investments based on institutional proposals evaluated selectively and
competitively; (iv) finally, the UGC or some other Central agency could further play
a leading role in longitudinal profiling of students as they transition through the higher
educational c¢ycle into the workplace and could also play a role in 111stltut1onal :
benchmarking on a longitudinal basis.

The structure of governance of higher education and their legislative framework
varies widely across the States. All States will be encouraged to undertake a review
of their current legislative and governance arrangements with a view to preparing
themselves for the unique challenges they lace in higher education.

It would be desirable for each State (except small States) to set up a State Council
for Higher Education to lead the planned and coordinated development of higher
education in the State and to foster sharing of resources between universities, benefit
from synergy across institutions, lead academic and governance reforms at the institution
level, maintain databanks on higher education and conduct research and evaluation
studies. In small States, the main affiliating university can perform this role. Private
universities and colleges form a bulk of higher education in several States. States
could also establish independent agencies to regulate private HEIs. Institutional Level '
Governance Academic institutions primarily rely on individual initiative and creativity
to develop their unique institutional culture and tradition over a long period of time.
Principles of academic freedom, shared governance, meritocratic selection, promotion
of diversity and institutional accountability are defining features of a well-governed
academic institution. Moreover, the oversight, governance amnd management of HEIs
should be closely tied to their mission. For this the current practice of treating all
institutions alike will need to be abandoned. There is a need to move away from
enforcing standardisation of education and processes to allow for diversity in
institutional types, missions, resources and privileges, This would require a
categorisation of institutions of higher educa

Ministry of Human Resource Development in its draft national education pelicy,
2016 has given following policy framework for the development of education and
under chapter 4, S no.4.20 under the heading research, innovation and new knowledge:
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Although India’s overall share of research publications in the world has risen in the
past decade, the quality of research has not made a significant mark. Barring a few
pockets of excellence, the system is marked by mediocrity. Research minded students
and faculty prefer to go abroad as they do not find the research climate in our
institutions conducive, Favourable conditions nced to be created in the country to
promote high quality research. The country needs to develop an enabling condition for
research and innovations by creating an administrative and academic environment
complementing higher education. In the context of India’s emergence as a soft power,
there is a need to promote generation of new domains of learning required for a
knowledge society. The following policy initiatives will be taken:

1. Over the next decade, at least 100 new centres/ departments of excellence, in the
field of higher education, both in the public and the private sector, will be established
to promote excellence in research and encourage innovations. Private trusts,
philanthropists and foundations will be given freedom fo establish such Centres of
Excellence.

2. A clear reorientation of research agenda of National Universily of Educational
Planning and Administration (NUEPA) will be undertaken to reflect actual issues on
the ground,

3. Steps will be taken to promote generation of new knowledge and their applications
and introduction of these new domains into the curricula of higher education to
consolidate and strengthen India’s position as a soft power.

4. In order to promole innovation, creativity and entrepreneurship, 100 more
incubation centres will be established in HEIs over a period of next 5 years.

International collaborations and networks will be promoted for developing human
resources required to sustain new knowledge with special focus on inter-
disciplinary (Ministry of Human Resource Development, Government of India,
2016) research and studies. (National Knowledge Commission, 2009)

One of the ways to measure the rigorousness of research and innovation in a
country is by looking at its patent filings. The Indian government has also been
indicating that it is keen to see an increase in domestic patent filings across all
industry sectors and technology areas.

The World Intellectual Property Organisation's (WIPO) IP Indicators report for
2013 revealed that of the 43,663 patents applications made in India in 2012-
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2013, only 22% were filed by domestic entitics. “Domestic filings need to be
increased by encouraging rescarch and development in India.

14.6 Summary

In this unit activities as well as their publications such as guidelines, statues, brochures,
curriculum structure, books, journals, newsletter ete. and library resources of Research
Promating Agencies their role in various policy making and providing advice to the
Government of India has been discussed for developing awareness of the research
scholars, Learners can visit the websites mentioned and enhance their ideas about
these organisations. They can go through their readily available publications also.

14,7 Questions /Self Assessment Questions

1. What are roles of Research Promotional Agencies in India?

2. Name the councils providing advice to research institutes in India and describe
its activities.

3. Descibe the role of ICMR,ICSSR NCTE.
4. Describe the present status of research in India.

5. Describe the history of research in India
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