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PREFACE

In the cutricular structure introduced by this University for students of Post-
Graduate Degree Programme, the opportunity to pursue Post-Graduate course in any
subject infroduced by this University is equally available to all learners, Instead of
being guided by any presumption about ability level, it would perhaps stand to
reason if receptivity of a learner is judged in the course of the learning process, That
would be entirely in keeping with the objectives of open education which does not
believe in artificial differentiation.

Keeping this in view, study materials of the Post-Graduate level in different
subjects are being prepared on the basis of a well laid-out syllabus. The course

-structure combines the best elements in the approved syllabi of Central and State

Universities in respective subjects. It has been so designed as to be upgradable with
the addition of new information as well as results of fresh thinking and analysis.

The accepted methodology of distance education has been followed in the
preparation of these study materials. Co-operation in every form of experienced
scholars is indispensable for a work of this kind. We, therefore, owe an enormous
debt of gratitude to everyone whose tireless efforts went into the writing, editing and
devising of proper lay-out of the materials, Practically speaking, their role amounts
to an involvement in 'invisible teaching'. For, whoever makes use of these study
materials would virtually derive the benefit of learning under their collective care
without each being seen by the other. :

The moré a leamer would seriously pursue these study materials, the easier it

‘will be for him or her to reach out to larger horizons of a subject. Care has also been

taken to make the language lucid and presentation attractive so that they may be rated
as quality self-leamning materials. If anything remains still obscure or difficult to
follow, arrangements are there to come to terms with them through the counselling
sessions regularly available at the network of study centres set up by the University.

Needless to add, a great deal of these efforts is still experimental-in fact,
pioneering in' certain areas. Naturally, there is every possibility of some lapse or

‘deficiency here and there, However, these do admit of rectification and further

improvement in due course. On the whole, therefore, these study materials are

expected to evoke wider appreciation the more they receive serious attention of all
concerned.

Professor (Dr.) Subha Sankar Sarkar
Vice-Chancellor
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Unit : 1 O Preliminaries and basic concepts

The present section aims at refreshing the basic concepts that we have already
encountered in our earlier studies. The study of algebraic systems will require clear
concepts on sets, relations, mappings, operations etc. and a quick review will help better
understanding of the materials presented in this course, Here we shall introduce the ideas
in short and only state the relevant theorems but we shall not g0 into the details of -
these concepts,

1.1 Sets, relations, mappings :
Set @ A set is a well defined collection of objects. By well defined collection of

objects we understand that if 5 is a set and a is some object, then either a is definitely
in §, denoted by @ = S, or, @ is definitely not in 5, denoted by a & S,

The union of two sets 4 and B, written as 4 U B, is the set {x|xedorx
e B} '

The intersection of two sets 4 and B, written as 4 A B, isthe set {x | x e 4
and x ¢ B}. :

A null set is the set having no element. A null set is denoted by ¢ If A and B
are two sets such that every element of A is an element of B, then 4 is called a subset
of B and is written as 4 < B. '

Thus the null set is a subset of every set.
Two sets 4 and B are said to be disjoint if 4 B = .
Given two sets 4 and B, the difference 4 — B is the set {x ed|x & B)}.
Cartesian pmdﬁct of two sets : If 4 and B are two sets, then the Cartesian
product of the sets A and B, denoted by 4 x B, is the set
AxB={x9|x ed yeB) .
Thus, if A = {x, y} and B = {y, z, 1}, then 4 % B is the set of distinct ordered
pairs :
{2, & 2, & 0, 0,9, O, 2), O, D)
Relations : Let 4 and B be two sets and let p be a subset of 4 x B. Then
o is called a relation from A to B. If (x, y) & p, then x is said to be in relation p

'~ to y, written xgy. A relation from 4 to 4 is called a relation on 4 (or in A).

Let o be a relation in the set A, p is said to be
i)



(a) raﬂeiive if xox for all x e 4

(b) symmetric if xpy implies yox; x, y € 4

() a.ntisymmetric if xpy and yox imply x =y, x, ¥ € A

(d) transitive if xoy and ypoz imply xez; x, ¥, 2 € 4

_ Ifthe relation p is reflexive, symmetric and transilive tﬁcn pis called an equivalence
relation on 4. If p is reflexive, antisyl_mnetriu and transitive then p is called a partial
ordering relation on A.

An equivalence relation p defined on a set 4 partitions the set 4 into a number :
of disjoint classes, called the equivalence classes. Thus if @ & 4, the equivalence class
of a is denoted by cl(a) and it is the set {x|apx}. . |

Mappings : If § and T are non empty sets, then a mapping from StoTisa
subset M of § » T such that for every 5 e S, there is a unique ¢ € T such that the
ordered pair (s, £) is in- M. Let obe a nmppmg from S to T; we often denote this

by writing o: S = Tor § —_) T If t is the image of s under o then we shall
write ¢ = of(s). : .

Let § be any set. Let us define the mapping I .S — 8§ by I(s) = s for any
s & § This mapping I is called the identity mapping of S.

The mapping o of § bn T is said to be onto {or suljecuvc] mapping if given & T
there exists an element g = § such that ofs) =

The mapping oof §'to T is said to be one-to-one (ur injective) mapping if whenever
5, # 5, (5, 8 € 8), then o(s;)) o(sy).

A one-to-one and onto mapping is called a bijective mapping.

The two mapping o and 7 of § into T are said to be equal if ofs) = 7(s) for

every s € 5.

Ifo:8—> Tand v: T — U, then the composition of o and f[aisu called their
product) is the mapping 7,0 : § — U defined by means of (,0) (5) = 7(a(s)) for
every § £ 5.

Thus for the composition z,o of oand r, we shall always mean : first apply o
and then = .



Lemma 1.1 : (Associative law), f o: S > T, r: T > Uand p: U —» ¥V
ate three mappings, then the associative law (u o 7) os = go(a) holds. '

1.2 Binary operation :

A binary operation o on a set S is a rule that assigns to each ordered pair of elements
of the set § some clement of the set. Thus, for an arbitrary set S, we call a mapping
~ of § x § into 8, a binary operation on . '

~ Example 1.1 : On Z" (the set of positive mtﬂgars}, deﬂnc a binary operation o
by aob equals the smaller of a and b or the common value if @ = b. a, b e Z".
Thus 2011 = 2; 15010 = 10 and 404 = 4. '

Example 1.2 : On Z* define (he operation o by aob = alb, a, b e Z'. Clearly

the operation o is not a binary operation as 103 = % P

A binary operation o on a set § is commutative if and only it aob = boa for all
a, b e 8. The operation o is associative if and only if (aeb) oc = ao (boc) for all
.a byie &

Remark ; In defining a bmary operation on a set § it is necessary that (i) exactly
one element is assigned to each ordered pair (a., b), (a, b & 8} and (i) for each ordered

pair of elements of S, the element assigned to it is agai in S, If the second condition
is not satisfied then we say that § is not closed under the operation,-

1.3 Algebraic structure or algebraic system :

- An algebraic structure or an algebraic system is a non empty set together with one
or more binary operations on that set. Algebraic structures whose binary operations satisfy

particularly important properties are groupoids, mnnolds semi groups, groups, rings, fields,
modules and so on.

Groupoid : A groupaid is an algf:bram system cnnsmt;ng of a non empty set
and a binary operation o on G. The pair [G, o] is called a groupoid.

The set of real numbers with the binary operation of addition is a groupoid.
Semigroup : If [G, o] is a groupoid and if the associative rule ao(boc) = (aob)oc
holds for all @, b, ¢ & G, then [G, o] is called a semigroup.
-An element e of a groupoid [G, o] is called an identity element if eoq = woe =
.a for all a € G. If there is an identity element in a groupoid then it is unique.
Monoid : A semigroup with identity element is called a monoid.
o



‘Exzample 1.3 : The set of all # % n matrices under the operation of matrix
multiplication is a monoid. Here the identity element is the unit matrix of order 5.

Let [G, o] be a monoid. An element @’ € G is culled an inverse of the element
@ e Gifa' o a=aoa = e (the identity element of G), The inverse of the element
a & G is denoted by o7’

Group i A monoid in which every element has an inverse is called a group.

Example 1.4 : The set of all n ¥ n matrices under the opcratiﬁn of matrix
multiplication is not a group since not every n X n matrix has its multiplicative inverse,

but if G is the set of all # % n nonsingular matrices, then G forms a group under the
operation of matrix multiplication.

1.4 Some elementary properties of groups, impdrtaut theorems
on groups : '
() The identity element e is unique in a group [G, ol.
(i) The inverse a~! of the element a & G is unique.
(i) Foreverya € G, (@')! = a
(i) Foralla, b e G, (aoh)" = b loa™.
(v) The cancellation laws
gob = aoc = b =c¢ (left cancellation law)
boa = coa = b = ¢ : _ (right cancellation law)
hold in G; a, b, ¢ & G. '
(v) Fora, b & G, the linear equations aox = b and yoa = b have unique solutions
in G.
A gruup G is said to be abelian (or commutative) if for every o, b & G, aob
= hoa. '

The order of an element @ in a group G is the smallest positive integer n such
that a” = e, the identily element in G. Here, by o" we understant aoq o ... oa (n
factors). If there is no finite integer n such that a" = e, we say that the element o has
order zero. If an element o = G has order n, we write o(a) = n.

The order of a group is the number of elements in the group. Thus, if a group
G has n elements, then G is said to be a finite group of order n. and we write

0(G) = n.
10



Example 1.5 : If G is a group of even order, prove that it has an element
a # e satisfying a* = e, .

Solution : Suppose that G is a group of order 2n, » being a positive integer.
Let ay, a ... a3, _, e be the elements of G. Since in-a group every element has
its unique inverse and since there are odd number of elements a;, a; ... 5, _ 1, none
of which is the identity element of G, if follows that there is one element a (say)
among @y, d; ... a4z, -1 whose inverse is a itself. Then it follows that aoa = e ie.
a* =e¢ a € G and a # e _ _ .

Example 1.6 : Show that if every element of the group G is its own inverse, then
G is abelian, : .

Solution : Let a, b e G, then aob e G. From the given condition a™! = &,
bt = b, (aob)! = aoh

But (aob)y! = bloa, so that aob = bloa™

or, aob = boa. Hence & is abelian.

Note : We have already pointed out that group is an algebraic system with a set
(7 and a binary operation ¢ defined on G. So far we have written gob as the composition
of two elements a and b in G, but henceforth we shall drop the symbol o and write
simply as ab. But we must keep in mind that there is a suitably defined operation for
the composition ab of two elements @ and b in G.

" Subgroup : A non empty subset H of a group G is said to be a subgroup of
G if, under the composition rule in G, H itself forms a group.

Example 1.7 : Let G be the group of integers under addition, H is the subset
of G consisting of all the multiples of 5. Then it may be checked that H is a subgroup

. of 4.

Example 1.8 : Let G be a group of all non zero complex numbers a + ib (a,
b real and not both are 0) under multiplication, and le_t

H={a+ibeG|ad +b =1)
Then H is a subgroup of G.

 Theorem 1.1 : A non-void subset H of a group G is a subgroup of G if and
only if a, b EH::-:_zb'l e H

If H is a subgroup of a group G and a & G then the set
‘1



Ha = tha|h  H}

is called a right coset of H in G.
Similarly, the set aH = {ha|h  H}
is called a left coset of H in G.

It may easﬂy be shown that any two right (or left) m}sats -'.:rf Hin G are either
identical or have no element in common.

Theorem 1.2 : (Lagrange) If G is a ﬁmta group and Hisa subgruup of G then
o(H) is a divisor of o),

As a corollary to Lagranges theorem we may state that if @ is an element of a
finite group G, then o(a) | o(G) [It is read as order of g divides- order of GJ.

Cyclic group : A group G is said to be a cyclic group if there exists an element
a e G such that every element in G can be expressed as a power of @. The element
a is then called a generator of G and we denote G by <a =

When the npératiun is addition we write G = {n a|n € Z} = <a>,

Example 1.9 : Let n be a ﬁnsitiva integer. The equation x" =1 has roots .\'32-’;ﬂ
k=10,1,2..n~1 These are called the n-th roots of unity, if we consider the
set G of n-th roots of unity and define on it the usual multiplication as the binary operation,

then we get a group. Clearly, any element of the group can be expressed as af, k =
T imi

0,1,2..n-1, where a = . Hence the group G is a c:-,mhc group and the element

¥

a is a generator of this group.

Examaple 1.10 ; The additive group Z (the set of mtf:gf:rs} is generated by the
clement 1 ¢ Z. _

We note here that since the operation is addition, by a” we mean a+a+ ..
+ a(n terms). Thus, any element n of the additive group Z is expressed as n = 1 +
1 + .. + 1(n terms). Hence Z is a cyclic group with generator 1,

Theorem 1.3 : Order of a cyclic group is equal to the order of its generator.

We note that a cyclic group may have more then one generating element. For example,
the group Z, (integer modulo 4) with addition as operation has 1 and 3 as generators.
Thus, we may write

Zy=<lz=<«<3>

12



Theorem 1.4 : A subgroup of a cyclic g_rnﬁp is cyclic,

Normal subgroup : A subgroup N of a group G is said to be a normal subgroup
of Gifforevery g €« Gand n e N, g'ng & N. _

Equivalently, if by g~' Ng we mean the set of all g 'ng, n e N, then N is a normal
subgroup of G if and only if g'Ng ¢ N for every g ¢ G.

Note : We have defined N to be a normal subgroup of G if glng N for
g G n el :

Since G is a group, forevery g € G, g & G, and it follows that N is a normal
subgroup of G if for every ¢ € G and n & N we have
: gng?! e N.

Theorem 1.5 ; The subgroup N of G is a normal subgroup of & if and -:ml;-,r if
every left coset of N in G is a right coset of N in G.

Example L.11 : For any two subgroups H and X of a group G the following
assertions hold ; '

(8) H n K is a subgroup of G,

(b) If H is normal in G, then H n K is normal in K.

(c) If H and K are both normal in G, then H r K is normal in G,

Proof (a) : Since H and X are both subgroups of G, and H e Kand ¢ e K, -

sothat e € H n K and H n K is non-empty. Let x and y € H n K, then x and

» belong to H and also to K. Since H and K are subgroups of G, ™! e H and K
~ ol and H n K is a subgroup of G,
(b) Let H be normal in G. LﬂtkEKanﬂa eHn K Thenfclak e K, since -
k € K and-a ¢ K -
Again k'ak e H, since H is a normal subgroup of Gand k e K < G, a < H.

Hence klak € H r K for a EHandﬁc e K So H n K is a normal subgroup
of K. -

(c) Let H andK are both normal subgroups of G. Then for x e H n K = x
e H and x e K. But H and K are normal subgroups of G. So fnr cvety g £ G,
gxg e Hand glxg e K .
. For every g & G and x sHﬁKgxg e Hn K
Hence H m K is a normal subgroup of G.

13



1. 5 Rings, integral domains and fields :
Ring : A non empty set R is said to be a ring if in R there are denmd two binary

operations + and, which we call addition and multiplication respectively, such that for
a, b, cin R : .
1. The algebraic system <R, +> is an abetian group
2. The associative law with respect to rﬁultiplicaticn holds; that is, a - (b ¢) =
(abye. . _
3. The two distributive laws a-(b+ c)=a-b+ acand (b+c)a=ba+ca
hold.
We note here that in our future disnussinn, as in the case of group, we shall drop
the multiplication operation dot (-) and simply write ab instead of a-b.
In our definition of a ring, if there is an element 1 in R such that a-1 = 1:a =
a for every @ & R, then we shall call R as a ring with unity element. |

If the multiplication of R is such that ab = ba ﬁ:nr every @, b in R, then R will
be called a commutative ring,

Example 1.12 : The set of integers with usual addition and multiplication forms
a commutative ring with unity element, while the set of even integers uader usual
operations of addition and multiplication forms a commutative ring but the ring has
no unity element. ;

Note : In case of a ring, with unity element, the algebraic system <R, + > is an

ahelian group and the algebraic system <R, - > is a monoid.
Some elementary properties :
() If o is the additive identity of the ring < R, +, + >, then for anya € R, a -0
=0 = o04a '
(i) For all a, b € R, (—a)b = —(a.b) = a.(-b).
(i) For all elements a, a; ... @, and 51, By, v by N R, () + ap + .. Tk

by % by + ok )= L Ya.b,.

1=l j=1
(iv) For all integers n and all a, b e R
- nla.b) = (na).b = a.(nb). _
14



(v) In any commutative ring R the binomial formula
(@a+b)"= ¥ (ﬂafbf, a,beR
i+ j=n -

holds for natural numbers »n and nnnunégative integers 7 and j.

Example 1.13 : If <R, +, - > is fm algebraic system satisfying all the ﬁunditiuns
for a ring with unity with possible exception of a + b=b + a, a, b R, prove that
the axiom a + b = b + a must hold in R and that R is a ring,

Solution : Since 1 & R, ‘we have

(@ B+ 1) = B+ + B

=(@a+by+(a+h

Also, (a+ b).(1 +1) =afl + 1) + 501 + 1)

(@l + al) + (b.1 + Bb.1)
=(a+a)t+ (b+ b
Thus (@ + ) + (@ + by =(a + a) + (b + b)

Since associativity with respect to addition holds in R, we have, by left and right
cancellation rules ,

b+a=a+hb

Hence <R, + > is an abelian group and <R, +, . > is a ring with unity.

Some apécial classes of rings :

Exat:iple 1.12 considers rings of integers where for two elements @ and b in the
ring ab = 0 will imply either a = 0 or b = 0 and also ab = ba holds. But in general
rings there is a possibility of ab = 0 with neither a nor b baing zero. Also there are
rings where ab = ba does not hold. For example, in the ring of integers with addition
and multiplication modulo b, we have 2 x 6° = 0, but 2 and 3 are non zero elements.
Also it may be easily checked that in the ring M>(R) or 2 % 2 matrices with elements
as real numbers the commutative property does not hold.

Accordingly, we have the following definitions, _

Def, : If R is a commutative ring, then @ # 0 & R is said to be a zere divisor
if there exists b € R, b # o such that ab = o.

15



In the example just considered, the integer 2 is a zero divisor in the ring of integers
RO P S

Def, : An integral domain is a commutative rihg with unity element and without
a zero divisor.

The ling of integérs is an example of an integral domain.

Del. : A ring is said to be a division ring or a skew Held if its non zero
elements form a group under multiplication, - '

Def. : A field is a commutative ring with unity element such that the non zero
elements form a group under multiplication, Thus, a field is a commutative division ring,
Since the cancelldtion law holds in any group, any field is an integral domain,

The rational numbers with usual addition and multiplication forms a field. The set
R of integers mod 7 under the addition and multiplication mod 7 form a field. Evidently,

2 represents the class of integers of the form 7k + 2, k being an integer.

We hav& Just renﬁrked that any ficld is an integral domain, but for the converse,
we have,

Theorem 1.6 : A finite integral domain is a field.

Cﬁrullarjr : If p is a prime number, then Z > the ring of integers mod p, is a field.

Def. : A subset § of a ring R = <R, +, - > is said to be a subring of R 1fanﬂ
ﬂnly if § forms a ring under the operations + and - of R,

Theorem. 1.7 : A non empty subset S of aring R = <R, +, > is a subrmg
of R if and only if with two elements x and y of §, x — p and xy &

‘Example 1.14 ; {0} and R are alwaﬁ sub rings of R. These are known as improper
subrings of R. _ .

*:Z,+,,~}'isasubringﬂffig,.+,-1‘-* :

The set of all # % n matrices over the ring of rational numbers is a sub ring of

%R -matri.-::e-ff; over the ring of real numbers.
la
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12.

EXERCISES

Let G be a group such that a* = e for all @ e G. Show that G is abelian,
Prove that the matrices

T R 8 PR e
o th[o A} 70 Sma]7s 3]
form a multiplicative group, (This group is known as the Klein four-group).

Prove : For any group G, and any a & G, a"o a" = a™*" whete m, n belong
to the set of integers. J

- Prove : Every proper subgmup of an abelian group is abelian, State the converse

and show by an example that it is false.

Let § be a subgroup of a group G. Defme T =i e a8 .Six} Prove
that T'is a subgroup of G.

Show that the set {x : x € Z, 5 |x} is a subgroup of the additive group Z.
(The symbol 5 | x represents the element x which is divisible by 5).

Let G be the set of all 2 x 2 matrices [3 3] where ad # o, under matrix
e el

_I(1 b
Let M= 4], 1 . Prove that N is a normal subgroup of G

If a cyclic subg;rc-up T of G is normal in G, then show that every Suhgmup of
T'is normal in G.

Let 7 be the set of all real 2 x 2 matrices (‘; ﬁ] with ad + o. Prove that

G forms a grdup under matrix multiplication, Is G abelian?

Suppose that H is the only subgroup of o(H) in the finite group G. Prove that
H is a normal subgroup of G.

Show that the set of integers with addition and multiplication modulo 6 is a ring

- with zero divisors.

An element x in an integral domain D is called an idempotent element if ¥* = x.
Show that only idempotents in D are 0 and 1.

17



Unit : 2 Q Permutation groups and quotient
groups

Here we shall consider groups whose elements are entities called permutations or
whose elements are the classes of elements of another group. Permutation groups are
non-abelian and it may be shown that any group is structurally the SaIe as some group
of permutations. We shall show that a law of composition can be defined on the cosets
of a normal subgroup N of any group G and will describe how to make the set of
cosets into a group, salled a quotient group. We start with the concept of permutation

groups.

2.1 Permutations

Def 2.1 ; A permutation of a set § is a function from & into S that is both one-
to-one and onto. In otherwords, a permutation of § is a one-to-one function from §
onto 5. !

Let S= {1, 2, ... n} and consider the set 5, of n | permutations of these » symbols.
Let iy, iy ... i, be some arrangement of the clements of §. We introduce a two-line

notation for the permutation

B i e
“‘(ﬁ, i :5..1,,]*
where a takes the element 1 to i, the elemeni 2 to 7, ... and the element » to i,.

Cleary iy, iy, ... 1, are the elements 1, 2, ... #, may be in some different order.

Similarly, if ji, ja, -+ j i3 another arrangement of the elements of §, we write

L2
= (J'I Jz Jaes ‘jn).
We define an operation o on the set §, of all permutations of § such that a0 §

means that the permutations o and g are to be performed in that order namely, first
o and then B. :

o e 0=(3 13 §map=(} 33 ) wmaes=(3119)

Another notation for permutation is also used. For example, the permutation
13




12345

b P
is written as (1 2 3 4 5), This notation is knuwn as G}’ﬂ].lc notation. The cycle (1 2
3 4 5) means 1 mrﬁplacedbyz Elsreplacedb}rS 3by4, 4by5and 5 by 1.

The permutation g = [l g 3 ‘;’ g) can be written as (3 4 5). In this cyelic notation

1 and 2 are missing. This means that 1 and 2 are um:hdnged in position, wh:le 3 is
replaced by 4, 4 by 5 and 5 by 3.

' 3
. The permutation ¥ [] % 2 ; 4) is written as, (2 3) (4 5), called the product

of cycles.
Now we write formally.
Def. 2.2. = A permutation o of a set §is a c}fcle of ltmgﬁ] n if there exist aq;,

dy ... @, € § such that ofa)) = a5, a(ay) = a3, .. o(a,y) = a,, ola,) = a, and
ox) = x for x e S but x ¢ {a;, a, ... a,}). We write o = (a1, 33, ... @).

In using the eyclic notation for permutdtmn of the set §, the elements of the set
S must be known completely. :

The permutation o = G % g ‘1} 45) » Tepresented. in cyclic notation as (1 3 5 4)

is a cycle of length 4. We also note that (1354)=03541)=(5413) = (4
13 5). Of course, since cycles are special Lypes of permutations, they can be multiplied
just as any two permutations, The product of two cycle need not again be a cycle.

Example 2.1 : Consider the set S of all permutation of § = 11,2, 3.4, 5, 6},

23456) (123458
Thcn{mss)(zls}—[ 23551}’(513426}

and (2 15)(1 45 5}:(}52 %g;ﬁ)

Neither of these permutations is a cycle.
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Def, 2.3 : Two cycles of a set § are disjoint if there is no element of § common
to two cycles.

For example the cycles (16)and 25 3) for the set S={1 2345 6} are
6

disjoint. The permutation g-:& 25 ; 1

the product of two disjoint cycles.

l) can be expressed as o= (1 6) (2 5 3),

Multiplication of disjoint cycles is clearly commutative, so the arder of the factors
(1 6) and (2 5 3) is not important,

Theorem 2.1 : Every permutatmn cof a finite sct § is a product of disjoint cycles.

Proof : Without loss of generality we may assume that § = {1, 2, 3, ... n}. Now
we consider the elements 1, o(1), &*(1), &(1), ... :

Since the set § is finite, these elements cannot all be distinct. Let o”(1) be the first
term in the sequence that has appeared previously. Then o”(1) = 1, for if a(1)=d'(1)
with 0 < 5 < r, we would have &~ (1) = 1, with ¥ — 5 < r, which is a contradiction
to the assmnptian for r :

Let 5 = (1, o(l), 1), .. QD).

We see that r; has the same effect as o on all elements of § appearing in th:s :
cyclic notation for 7;. Let i be the first element of § not appearing in this cyclic notation
for 7;. Repeating the above argument with the sequence i, o(i), (i) ... , We arrive
ata cycle ». Now, 1:;_ and 7, are disjoint, for, if they had any element j of § in common,
they would be identical, since each cycle could be constructed by repaat::d application
of permutation astarting at j.

Continuing, we pick the first element in $ not appearing in the c:,rchc notation of
either 7; or 7; and construct 7, and so on. Since § is finite, this process must terminate
with some 7,. The product :

ihen clearly has the same effect on each element of § as & does, s0
O = T T sevsrnaniner Thne

Def, 2.4 : A cycle of length 2 is a transposition. Thus, a transposition leaves all
elements except two fixed and maps each of these onto the other. It may be easd}.r _
shown that (a3, @) (a1, 43) ... (a1, @) = (ay, dg, . )
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Therefore, any cycle is a product of transpositions, So, any permutation of a finite
set of at leal two elements is a product of transpositions.

Example 2.2 : Express the following permutations as product of disjoint cycles :
123456
® (2 5164 3]

@M (“@215@426 G671

4
6

Selution ; (i) Starting with 1 we see that in the permutation 1 goes to 2, 2 goes
to 3,510 4,4 to 6, 6to3 and 3 to 1. Hence the permutation is just a cyclic one
of length 6. :

(1) Computing the product of the cycles, the given permutation can be written as

Stalling with 1 we get a cycle (1 4). Then starting with another element, not in
(1 4), say 2, we get the cycle (2 6 7 5 3). These two cycles exhaust the list {1, 2,
3,4, 5,6, 7). Hence o= (14) (267 53)=(26753) (4.
Deef. 2.5 : A permutation of a finite set is even or odd according as whether it
can be expressed as the product of an even number of t:ranspositiu.ns or the product
" of an odd number of transpositions respectively. . |

In this contexi we have the following theorem.

Theorem 2.2 : No permutation of a finite set can be expressed both as a product
- of an even number of transpositions and as a product of an odd number of transpositions,

Proof : Let us consider the polynomial in n-variables ;
plxy, Xy, oo x,) = [0 - %))
i<y :

Let §, be the set of all permutations of the n-variables x;, iz, . X Let obe
a permutation in S,. Let us apply o on the polynomial p (x;, x3, ..., x,) [Here applying ;
o on the polynomial p (x;, x3, ..., x,) means that if o takes x; to x;, then we change
x; in p to x. :

g |



Thus o changes polynomial

It is clear that polynomial p (xy, X3, ... x,) will become polynomial +p(x;, x;,

bl xﬂ}_‘

For instance, in S5, o= (1 3 4) (2 5) takes

PO, Xay e X5) = (6 — X)) (k1 — x3) (¢ — x) (1 — %5) (%2 — x3)

X (- 1) O — %) (65— xg) (2 — X5) (g — x5) ;
into (¥ — x5} (5 = %a) (85 = %) @85 = %) G5 — x9) (5 — 1)) (s — %)
X (xg = x1) (g —x2) (6 — ®)

which can easily be verified to be — p (x5, x3, ..., X3).

If, in particular, o is a transposition, o makes p (xy, X3, ..., ¥s5) to — p (x;, x5,
R : :

Thus, if a permuurion o can be represented as a ﬁmduct of an even number of
iranspositions in one representation o must icavn: p (xy, X3, ..., x,) fixed, so that any
representation of o as a product of transpositions must be such that it leaves p (x;,
X3, .y X,) fixed; that is, in any representation it is a product of an even number of
transpositions. .

Hengce,

1. The product of two even permutations is an even permutation.
2.  The product of an even permutation and an odd permutation is an odd
pélnnHHLi:rll. .
. 3. The product of two odd pafmutatinﬁs is an even permutation.
Example 2.3 : Determine whether the permutation o on the set {1,2, 3, 4, 5, 6}

is odd or even, where

_fi2 A4 54h
it IO S A

Solution : The permutation o can be expressed as the product of two disjoint

cycles (1 2 3 5) (4 6). The cycle (1 2 3 5) can be expressed as (1 5), (I 3), (1

2). Therefore,
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-:1'={l.5) (1 3}l 2) @ 6)

Hence o is an even permutation.

2.2 Groups of permuiatiuns .

_ We have already defined that a permutation of a set § is a one-to-one function
from S onto S, We have also defined the permutation multiptitation on the set of
permucations of a set 8. Let o and 7 be the permutations of S, so that o and r are
both one-to-one functions from S onto §. Now the composite function o 7 will be a
permutation if it is one-to-one and onto from § to &§.

Let aj, a; & § suc_:h that or(a;) = orf{ay)

Then o{r(ay)) = o(z(a2))

But o is a permutation, so it is one-to-one mapping from & to 8§ hance r(a;) =
r(a;). Again, ¢ is also-a permutation, so g; = a;.

Hence o7(a;) = or(ay) = a; = a; and so ov'is one-lo-one mapping from §
to 5.

Now, wé shall show that or is onto.

let a € 85 Since ois a paﬁnut,atiuﬁ, o onto and so there is @' & § such that
o{a) = a. Now, ¢ is also onto, there is "  § such that r(a") = a'.

Then we have a = o(a') = o(x(a")) = or(a"). This shows that the mapping
o7 15 onto. :

Hence oris also a permutation.

Theorem 2.3 ; Let § be a non-empty set and let P be the collection of permutations
of §. Then P is a group under permutation multiplication.

Proof : For any two permutations o and ¢ & P we have proved that or P

To establish the associativity criterion. Let o, 7, g, € P and a £ 8 Then

[(or( 4] (@) = (o7) (u(a)) = o(z(u(@)] = [o(z)] ()

Thus, (o7)y and o (7y) map each @ & § onto the same element and hence they

are same permutations. Hence the function composition is associative.

The permutation 77 € P.such that 17 () = a for alla e §, obviously acts as identity
element in P '
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For a pennutatiun a € P such that o(a) = a'; a, a' & §, the unique inverse

mapping o' exists such that &”'(a") = a, this is due to the fa,ct that o is one-to-one
and onto.

Thus for every o € P, o exists in P, such that o' = o™ o= 57 = the idﬂﬂﬁt}’
mapping. Hence the set P of all permutations of § furms a group under permutation

multiplication.

Note : There was nothing in our deﬁmtmn of a permutation to require that the set
S be finite. However, we shall consider permutation groups of finite sets,

Def, 2.6 : If § is the finite set {1, 2, ... n}, then the group of ail permutations
of § is the symmetric group on n letters, and is denoted by S,. Clearly, S, has n!
elements. :

Let, 4, be the subset of §,, cunsi.‘;t.ing of all the even permutations of # distinct
‘elements. Since the product of two even permutations is even, 4, must be a subgroup
of §,,. We shall show later that A, 15 a normal subgroup of §,. The group 4, is called

the alternating group of degree n. We may show that 4, contains %n! elements.
2.3 Quotient Groups

We recall that a subgroup N of a group G is a normal subgroup of G if for every
g eGandn e N, gng ! e N. It follows that the subgroup N of G is a normal subgroup
- of G if and only if every left coset of N in G is a right coset of N in G.

Let G be a group and N be a normal subgroup of G. Let a, b € G We consider
the right cosets Na and Nb (which are also the left cosets of N as N is normal) of

N. We consider the set G/N of all right cosets of N in G and define a composition
on this set by the formula

.(Na) (NB) = Nab . - e

Na | Nab

Nb
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The formula (1) does not represent the simple composition rule of two elements of a
group G, rather it represents the rule of composition of two classes Na and Nb of

“elements of G. Before proceeding further we must show that the rule of composition
(1) is well defined. In otherwords, we have to show that if a; € Na and b; ¢ Nb
then ab; eNab.

Since @ eNa, b eNb [we recall that the Elﬂmﬁms of the set Na are obtained by
right multiplication of the elements of N by a. Since N is a subgroup, e eN and hence
ea = aeNa], we have a;eNa = dn;eN such that g, = ma. Similarly, b, eNb =
dnyeN such that b; = nyb, :

L oaby = manyh = mpanyalab
= ny(anya 'Yab :

Since N is a normal subgroup of G, an,a™! eN.

Let us write amya™ = nyeN.

Then a;by = mymyab = ngab, ny = nypyeN

This shows that a,b, e Nab

Thus the rule of composition (1) is well defined.

Let Na, Nb, Nc e GIN: a, b, ¢ €G.

Then [(Na) (NB)] (Ne) = (Nab) (Nc) = N(ab)e = Na (bc)
= (Na) (Nbc)
= (NVa) [(Nb) (Ne)]

So the composition rule (1) is associative on G/N, For the identity element e of

the group G, we have N = NeeG/N and (Ne) (Na) = Nea = Na, ¥a eG. This shows
that N = Ne is the identity element of G/N.

Finally, aeG = o' G and we have (Na) (Na™) = Naa™' = Ne = N = the
identity element of G/N. Similarly, (Na™) (Na) = N. This shows that every element
Na =G/N has its inverse. So G/N is a group under the composition rule (1),

The group G/N generated from the group G and a normal subgroup N of G through
the composition rule (1) is called the quotient group of G by N or a factor group
‘of G, Clearly, the elements of G are the cosets of N in G, The cosets are called the
residue classes of & b}rlﬂu’,. .
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In particular, if the composition rule in the group G is addition, then the (right) cosets
of ihe normal subgroup N of G are N + a, N + b ete. and so the composition rule
(1) in G/N will look like ' ; '

(N+a)+(N+b)=N+(a+b)

Theorem 2.4 : If G is finite and N is a normal subgroup of G, then o(G/N) =
oG)
o(N)

Proof : Since G is finite and N is a subgroup of G, by Lagrange’s theorem, o(N)
divides o(G). Thus there exists a positive integer K such that

o(G) = K.o(N) : N 1

Clearly, K is the number of distinct cosets of N in G. Again, since the elements of
GIN are the distinct cosets of N in G, it follows that

o(GIN) = K
o(G)

Hence o(G/N) = K = m, by (2). !

Example 2.4 : The set Z of integers is a group under addition (+). The set 3Z
={..,-6,-3.0, 3,6, ..} is a subgroup of Z. For, if we consider any two elements
4 and b of 3Z, then as both a and b are multiples of 3, a — b 18 2 multiple of 3.
So 3Z is a subgroup of Z. Again, if we take any element x €Z, then x + a + (=)
= g &3Z. This shows that 32 is a normal subgroup of Z. There are three cosets of
17 These are 3Z + 0 (= 3Z itself), 3Z + 1 and 3Z + 2. The elements of 3Z + 1
are {.., 6+1,0+1,3+1,6+1, ..} we may easily verify that Z/3Z is a group
with three residue classes 3Z + 0, 3Z + 1 and 3Z + 2. The group Z/3Z is a quotient
group of Z by 3Z.

2.4 Generators of a subgroup :

We have already encountered the idea of a generator in the case of a cyclic group.
Now, we shall try to generalize the concept of generators in the case of arbitray groups.

Def. 2.7 : Let 5 be a subset of a group G. A subgroup /fof G is said to be generated -
by § if the following conditions are satisfied. :

' ® ScH
{ii) If K is any subgroup of G such that § ¢ K, then H ¢ K
Subg;ruﬁp generated by § will be q::nuted by <§=.
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Theorem 2.5 : If § is any non-void subset of a group G, then ihe subgroup <§>
of G generated by S is the set of all finite products of the form ady ... 4, where
for each i, either a; € § or g, 5.

Proof : Let H be the set of all finite products of the form aya, ... a, such that
either a; or a; ' belongs to § and # is any positive integer. Let x, y EH so that x
= @1y . @y, y = byby o by, where either by or B, (j = 1, 2, ..., m) belongs

to §. Then
: xl=aa, ... a, (biby ... bY"
= by o @b bt L BB

Since either a; or a; ' &8 and b; or E::,-"l &8, if follows that xy™' eH. This shows
that H is a subgroup of G. Let K be any other subgroup of G such that § © K. Then
a €K and hence a™' K as K is a subgroup of G. Thus, if x = aya; ... a,, where

either a; &8 or a;! €8, is any clement of A, then since a; €K, we have x eK. Hence -

H ¢ K. This proves that H is the subgroup of G generated by S.

Def. 2.8 : Let G be a group. For any a, beG, the element aba b is called
a commutator in G. The subgroup of G generated by the set of all commutators in
G is called the commutator subgroup of G or the derived group of G and is denoted
by G
Theorem 2.6 : Let G be a group and let G' be the derived group (commutator
subgroup) of G. Then
@) G'AG, (ie., G'is a normal subgroup of G)
(i) G/G'is abelian
(iii) If HAG then G/H is abelian if an only if G' c H.
Proof : (i) Let x = aba™'b™! be any commutator in G (a, beG). Then x™! =
bab'a™ is also a commutator. Also, for any g €G.
gxg! = gaba b lg gl
(gag™) (gbg™) (ga'g™) (gb7'g™)
= (gag™) (gbg™") (gag™) (ghg™)!
= par'q’; p, 4G
This shows that gxg™ is a commutator and gxg™'eG".

1l

Now, since G' is the subgroup of G generated by the set of commutators, any

element ye G’ is the product of finite number of commutators, say xi, %, ..., X
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So, ¥ = XiX3 .. Xy X; i a commutator. Then for any geC
gt = gax . X8 :
= (gxig™) (grag™) .. (@xg™)

As we have already proved that gv:,-g" &G, it follows thai gye™' €G' for any y e G". :
Hence G is a normal subgroup of G ie, G'AG.

(i) For all a, beG, we have
(@G (bG") (@GY' (BGY' = (aba 'b7)G'
Since aba b €G’, we have (aba~'b)G' = G,
- (aGY) (bG) (@GY* BGY!' = G Rl (1)
We recall that G is the identity element of the quotient grovp G/G', whose elements
are the cosets aG’, bG" etc. Right multiplication of (1) by (bG) (aG’) gives
(aG) (bGY) = G'(bG') (aG) :
or, (aG) (bG) =.(bG) (aG)
This shows that the quotient gruﬁp G/’ is abelian.
(iif) Suppose that G/H is abelian for a subgroup H of G. Then for a, beG, we
have ;
_ (aba ' b7")H = (aH) (bH) (aH)™ (bH)™ |
= (aH) (aH)™ (bH) (bHY" (.- GIH is abelian)
= H, the identity element of G/H.
This shows that the commutator gba™'b™ e H. But aba'b! is an element of the
derived group G hence G' ¢ H.
_ . Conversely, suppose that G' ¢ H. Now,. for any a, beG aba b e G Since
G' ¢ H by assumption, aba ‘b~ e H. This implies that
(aba'bHH = H | :
= (aH) (bH) (aH)" (bH)' = H
= (aH) (bH) = (bH) (aH)
Hence G/H is abelian,
Example 2.5 : Let A be set of all transpositions in the symmetric group 5. Since
-~ every oeS, is a product of transpositions, we find that 4 geneates §,
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Def. 2.9 : The centre of a group G is the set of those elements in G that commute
with every element in G. It is usually denoted by Z(G). Thus,

Z(G) = {aeC|ax = xa PreG)}
Ex. 2.6 : Prove that the centre Z(G) of a group G is a normal subgroup ol G.

Proof : Since ex = xe ¥keG, ecZ(G), ie., Z(G) is nonempty. Let a, beZ(G).
Then for all xeG, ab™'x = ab™'xe = ab'xbb™ = ab'bxb! (since bEE(G}, xb =
bx) = axb™! = xab!

or, ab'x = xab? VreG

Hence ab™! e Z(G). Therefore Z(G) is a subgroup of G.

To prove that Z(G) is a normal subgroup of G, we have to prove that for any
geG and any aeZ(G), gag™ €Z (G).

Since @ eZ((G), a commutes with every element of G.

L oag = ga :

Then gag™! = agg™! =

But g EZ(G), s0 gag™' €Z(G) for any geG

Hence Z(G) is a normal subgroup of G.

_ Ex. 2.7 : Le H and K be normal subgroups of a group G and let HK = {hic | heH
and keK}. Show that HK is a normal subgroup of G.

Soln. : First of all we shall show that HK is a subgroup of G. We consider any
two elements Ak, and Iizkz'of the set HK. Then

hykey(haly)™ = hykyles™ by~ 2 by by (heydey™ YRyt

Since ks e K and K is a normal subgroup of G, hy(kiky b, €K, Let us denote :
this element by k; and also the element hyh,™' eH. Denoting this lement by h; we

see that
}llkltkzkg)_l = fl;k] eHK
Hence AK is a subgroup of G.

Now, to show that. HK is a normal subgroup of G, we take any element hk e HK
and any element geG. Then

ghkg™ = (ghg™) (ghe™)
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Since H is a normal subgroup of G, ghg“' eH and since K is a normal subgroup
of G, gke! €K, so ghKg' eHK. Hence HK is a normal subgroup of G.

Ex. 2.8 : If a group G has only one element a of order n, then aeZ(@) and
n=2,

Soln, : Given that ¢ is the only element for which o(a) = n. To show that a e Z(G),
we have to show that the element a commutes with every eiemeni of G. Let xe G,
Then :

axy! = (vax") (rax) ... (ax™)
= xg'x! = xex’! = e
But (xax )" # e for m < n
Hence o(xax™) = n
But a is the only element of order n.

Hence it follows that

o, xa = ax Fkel

= aeZ(G)
To prove the second part, assume that » > 2. There exists a positive integer m

(> 1) relatively prime to n. Then o(a™) = o(¢) = n. But this contradicts the fact that
a is the only element having order n. Hence n = 2.

EXERCISES

1. Prove that two right cosets Ha and Hb of a subgroup H of a group G are
identical if and only it ab™ eH.

2. Let H be a subgroup of a group G. vae that Ha = H if and only if acH.
3. -If Hand K are subgroups whose orders are relatively prime, prove that HeK

= {e}.
4, Le G be a group in which, for some integer n > 1, (ab)" = a"b" for all a,
beG. Show that G™ = {x"|xeG} is a normal subgroup of G.
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5

Show that if G is a group of even order then there are exactly an odd number

of clements of order 2, [Hint : x° # e = x # x™' = there are even number .

of elements satisfying x* # e = there are even number of elements satisf ing

xz

e].

Let ¢ be an element c;f a gréup (7 such that o(a@) = r Let m be a positive
integer. Prove o(a™) = r/(m, r) where (m, r) = ged of m and r.

Which of the following permutations are even ?

(a)
®)
(©
@

58
(1, 2) (7, 8, 9, 10)
(1, 2) (1, 3) (1, 4) (1, 5 (1, 6)

(1, 2,3) 4,5, 6) (7,89

31



Unit : 3 O Morphisms of groups

Morphism is an abbreviation of homomorphism. Homomorphism is basically a
mapping from one algebraic system lo a like algebraic system which preserves structure.
In the case of gr;crups we define homomorphism below. _

Def, 3.1 : A mapping ¢ from a group < G, o > into a group < G', o' > is said
to be a homomorphism if for all a, beG, @aob) = ¢(a) .o*-;ﬁ{b) ...... '{1)

Keeping the rules of composition in groups G and G' in mind, the condition tl}
is usually expressed in the form - '

Hab) = @a)ib) : T e (2)

Examples 3.1 :

(1) Let ¢ : G — G' be defined by

#x) = ' vxsG.
Then dearly, for a, beG, ¢(a) = #b) = ¢€'
Also d(ab) = '

Hab) = ¢’ = e’ = H(@)§(b)
Thus, ¢ is a homomorphism from & to. G
(2) Let G be the group of all real numbers under addition and G' be the group
of non-zero real numbers under multiplication.
Let ¢ : G — G' be such that
é#(a) = 2% a£G.
Then we have for a, be(7, a + beG and so ¢(a + b) = 2a*h = 24 9b — () p(h)
Thus, ¢ is a homomorphism from G to G :
(3) Let G be the group of intcgei‘s under addition and let G', be the group of
integers under addition modulo . Let ¢ : G — G', be such that ¢(x) = remainder
‘of x on division by n. We can easily verify that ¢ is a homomorphism.
The homomorphism condition (1) or (2) may be represented diagrammatically as
shown below : :
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GxG —b G
G x

o' ;
erGr > G

If the mapping ¢ : G — G’ is one-one (i.e., injective) the morphism is called
monomorphism; if ¢ is onto (i.e., surjective), the morphism is called epimorphism and
if the mapping ¢ is one-one and onto (i.e., bijective) the morphism is termed as
isomorphism.

If ¢ is a mapping from a group G fo G itself such that ¢ is a homomorphism and
& is bijeciive, then ¢ is called an automorphism. Thus, automorphism is an isomorphism
fiom the group <G, o> onto itsclf.

Example 3.2 : Let G be the group of integers under addition and T be the mapping
from to G such that T(x) = —x, x&G. Examine whether T is an automorphism of G.
We have for ¢, beG, a + be(G and 4 )
Ta+b) =-(a+b)=-a-b=(-a)+ (-h)
= I(a) + T(b)
Thus T is a homomorphism.
To examine T for automorphism, we have to test whether T is bijective.
Clearly, T(q) + T(b) = Na) -~ T(h) =0
= I{a - b) - 0
= -a+h=10 or, a =b
Thus T is one-one
Again, for every aeG, we have —asG such T(~a) = — (—a) = a. So T is onto,
Hence T is an automorphism of G.

Ezample 3.3 : Let C be the group of complex numbers under addition. Consider
the mapping ¢ : C — C defined as @g(a + ib) = a — bi, a and b are real numbers.
Show that ¢ is an automorphism on C.
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Solution : Let x =a + ib and y = ¢ + id be two elements of C; a, b, c, d
being real numbers. Then : '
. ﬁx+y)=¢{{a+ib)+{c+id)]=¢(a+¢+:{§+d))'
=a+c—ib+d=(a-ib)+ (c—id
= ¢x) + ¢0) '
So ¢ is a homomorphism.
Now, ¢(x) = ¢(y) > a-ib=c - id
Sa=cand b=d
S atib=c+id
=>x=y
.. ¢ is one-one.
Again, for every z = p + iqsC, there exist t = p — ig &C such that g(1) =
ﬂp—iq]=;§+:‘q=z. Hence ¢ is onto,
" So ¢ is a one-one and onto humumai’phism from C to C. In other words @ is
an automorphism on C. , SR

Theorem 3.1 : Suppose G is a group and N a normal subgroup of . Define
the mapping ¢ from G to G/N by ¢(x) = Nx, vxeG. Then ¢ is a homomorphism of
G onto GIN. : _

Proof. : We have already proved that G/N is a group. Clearly the mapping ¢ :
G — G/N is onto. For, any element yveG/N is of the form y = Nx, for some x&(
Hence for each yeG/N, Fx &G such that @(x) = y. So ¢ is onto. Now for a, beG

#ab) = N(ab) = (Na) (Nb) = p(a) 4(b)
Hence ¢ is a homomorphism. '

The homomorphism G — G/N is called the natural (or canonical) homomorphism

of G onto G/N, . s
Def. 3.2 : (Kemel of homomorphism), If ¢ is a homomorphism of a group G into
a group (' then the kemel of ¢, denoted by K, is defined by
' K, = {xsGlp(x) = ¢, the identify element of G’}
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In the natural honomorphism G — G/N, since for any naV we have d(n) = Ny =
N = the identity element of G/N, _i1 follows that NV is the kernel of honomorphism,
Tillbl}]'ﬂl]] 3.2, If ¢ is a honomerphism of a group G into a group G’; then
() ¢le) = e, e and e’ are the identity elements of G and G’ respectively
(@ ") = [¢)]" WreG.
Proof. : We have ¢(x)e’ = ¢(x) = d(xe) = $(x)p(e)
By cancellation rule, ¢(e) = e'. This proves (i)
To prove part (i), we have e’ = g(e) = daxh)
or, e’ = ¢(x) $(7)
= $07) = [T
Theorem 3.3 : A honomorphism ¢ : G — G is injective if and only if K, =
). - '
Proof. : Suppose ¢ is injective and let xeK,
Then 4(x) = e’ = #(e)
Since ¢ is injective, we must have x = ¢
Hence K; = {e}
- Conversely, suppose that K; = {e}. Then for xyeG, #x) = ¢(»)
= $6) [$O)" = ¢ '
= ¢ = e
= gol) = e’
; = .l}’_lEK#
But K, = {e}
Hence ' =e = x =y
So ¢ is injective. '
Example 3.4 : Prove that if ¢ : G — G'and v : G' — G" are homomorphisms
of groups, then y¢ : G —» G" is also a homomorphism.
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Solution : :

_G G ; Q"

 Let x, ysG, then since P is 5 homomorphism ¢(xy) = @x) @)
Now, () = w0
= p(dx) ¢07) .
Ho) WUP)) [ v is 2 homomorphisra]
wix) vel) '
This shows that w¢ is a homomorphism from G to G".

Theorem 3.4 : Let ¢ : G — G' be a homomorphism of groups. Then K, is a
normal subgroup of G and the image of G under ¢ (denoted by I,4) is a subgroup
of G : '

Proof. ; Since G and G' are groups and g(e) = ¢/, it follows that es K and so
K4 and I,¢ are both non empty. Let a, be Ky, then ¢(a) = a(b) = "
© Then plab™) = pla) @(b™') = pla) [pB)]" = ee'™ = ¢’

This implies that ab™’ & Kyand so Kjis a suﬁgmup of G.

Again let as Ky and geG. : i

Then we have #(g'ag) = dg™) Ha) #e) = [o(R)]'e'he) = ¢

g ag & K, for every geG and aeKy
Hence K is a normal subgroup of G.

~ To prove the second part, let x, ye I, 11 follows from the definition of the mapping
¢ that there exist elements a, beG such that

@la) = x and @b) =
Then xy™' = g(a) [@(B)]" = ¢(a} #o = b
But since ab™ eG, gab™) el,p=> x ¢ forx, ydmgé. Hence I, is a subgroup
of G'
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Theorem 3.5 : (Fundamental Theorem of homomorphism) Every homomorphic i image
of a group G is isomorphic to the quotient group G/ K of G by K, where K is the
kemel of homomorphism.

G ,_,.--""—U;"--.\ (el
{ Y

K

G/K
Proof. : Let G’ be a homomorphic image of a group G under the mapping g :

G — G If K is the kernel of @, we have to prove that G/ K is isomorphic to G

In symbol G/ K = G |

Consider the mapping y: G/k = G' defined by w(ka) = #a), a:G.

Since the (y~image of a coset depends upon the g-image of a member of the coset,
we have to show that the mapping wis well-defined, For this we require that the image
of each member of Ka is the same as the g-image of a. In other words, y will map
the whole class Ka to the g-image of a.

Let kK, then ka is any mE:ml:far of Ka
Now, @(ka) = ¢(k) ¢(a) : S ['." ¢ is a homomorphism]
of, - ¢(ka) = e'd(a) = Ka)

Since ka is any element of Ka, it follows that all elements of Kg will map on the

image of a. So the mapping is well-defined.

We shall now show that w is one-one (injective).
Assume that y(Ka) = py(Kb); a, b7

= #a) = ¢b)
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= #a) (O] = e

= d{ab‘_l} = ¢

= ablek

= a gKb :
But ge Ka. So a &Ka and Kb.

From the property of cosets, two cosets with a common element are identical, Hence
Ka = Kb and so w is injective.

Since G' is the homomorphic image of G, the mapping  is clearly onto (subjective).

. wis a bijective mapping from G/ K to G, Finally, we shall show that y is
a homomorphism.

We have, w(ka) (kb) = y(kab) = #{ab)
= Ka) 40)
= ylka) y(kb)
Thus y is an isomorphism from G /K to G’ and-hence G/K = G'. Proved.
Theorem 3.6 : (Cayley) Every group is isutﬁurphic to a permutation group.
Proof. : Let G be a group and let Sg denote the group of all permutations of
G called the symmetric group on the set G. For each asG we deﬁm: mapping.

fi: G = G by
falx) = ax, VieG.
Thus for x, yeG, filx) = fa(¥) = ax = ay-
= x =y
So the mapping £, is one-one.
* Now, for any x&G, we have f,(a”'x) = a(a'x) = x
That is, for any xsG, there exists a”'x in G such that £,(¢™'%) = x. Hence the
mapping f, is onto. Hence f, is a permutation of G. So f, a‘i‘G
Now, for any a, b, x&G
(fatp) () = falfs(x)) = J&(ﬁx} = abx
' = (ab)x = fap(x)
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Hence fofp = fab
Let us define a mapping ¢ : G = 8§ by @la) = f,, .asG
Then for all a beG,
@ab) = fab = fuSo = ¥a) ¢b)
5. ¢ is a homomorphism from G — §g .
Moreover, @(a) = @(b)
=Ja= I
= fale) = fule)
= ae = be
= a=b :
Therefore, ¢ is one-one homotphsms of G into Sg. Hence G is isomorphic to
the image #(G) of G under ¢ and qﬁ{G} being a subgroup of S¢, is a permutation

group. Hence the group G is isomoiffhic to a permutation group. This proves the
theorem, ;

Example 3.5 : Let R* be the group of non zero real numbers under multipliuatim:;.
Show that the mapping ¢ from R* to R* defined by p(x) = |.x | is a homomorphism.
Find K, !

Solution : Let x, yeR¥, then d(xy) = | x| = | x| |¥| = @lx) &)

8o ¢ is a homomorphism, _
Since 1 is the identify element of the group R* under multiplication, we see that
1) = 1 and g(=1) = 1

and there is no other element ﬁjappin;g onto 1 Hence K= {l. -1}

Example 3.6 : Let R[x] denote the group of all polynomials with real coefficients
under addition. For any f{x) & R[x] let f(x) be the derivative of f{x). Let ¢ : R[x]
— R[x] be defined by é(f) = f"

Prove that ¢ is a homomorphism and find Ky

Solution : Let f{x) and g(x) &R[x]. Since R[x] is a group under addition, we have
f+ geRlx] and #f + g) = (f+ @' =f®) + g®) = ¢f) + d2).



Hence ¢ is a homomorphism.

Since 0 is the idcntity element of R[x], we have for any constant polynomial ¢
£R[x]

d
dc) = c'= E;[cc_-nst) =0
This shows that K is the set of all constant polynomials.

Def, 3.3 : Let G be a group and let asG. The function @, defined by p,(x) =
axa™}, VxeG is called the inner automorphism of G induced by a. .

We may show that the mapping ¢, : G — G is an automorphism of G.
For this, first we show that ta is one-one.
We have ¢.(x) = @a()

= axg = aya
= x=y by canf:eliatiun law
@, 18 one-one
Also, ;aa[a Lxa) = ala .ra}a b
This shows that for every x&G, there is an element o 'xa £G such that ¢,(a"'xa)
= x. Hence ¢, is onto’

Finally, @,(xy) = a@p)a™ = axa™ aya™’ = ¢x) §0)

", @, is a homomorphism.

Hence ¢, is an automorphism of G.

We shall denote the set of all automorphistns of the group G by Aut (G) and the
set of all inner automorphisms of G by 1,,(G).

Theorem 3.7 : The set of automorphisms of a group G (i.e., Aut (G)) forms a
group under the function composition operation.

Proof. : It is obvious that the identity mapping on G defined by g(x) = x is an
automorphism of G. Hence Aut (G) is not empty.

Let fand g £ Aut (G). Then as f and g are both one-one mappings of & onto
G, fog is also one-one mapping of G onto G. Now, for a, bsG,

(fog) (ab) = fIg(ab)]
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= flg(a) g(b)], since g is a homomorphism
= f(g(a)) f(g(P)), since f is a homomorphism.
= fog(a) fog(®)
Thus fog is an automorphism of G and hence fog & Aut (G). .
Since the resultant composition for mapping is in general associative, the composition
in Aut (G) is associative. The identity mapping is clearly the identity element in Aut (G).
Since fis one-one mapping from G to itself, /! is defined and f~" is also an injective
mapping fiom G to itself. We now show that /! & Aut (G).
Let a, beGG, then there exist x.yeG such that
fo) = amd o) =b .
= x =fa) and y = f7'(b)
Consequently, @b = flx)fly) = flxy), since f is a homomorphism
= i@y @)
= ["(ab) ="' (ay (B / _
* Hence 7! is an automorphism of G and so £~ £ Aut (G)
Thus, Aut (G) is a group. |

Theorem 3.8 : The inner automorphisms of any group G, I,,,(G) form a subgroup
of the group of all automorphisms, Aut (G),

Proof. : Clearly the identity mapping p.x) = x = exe™ & I,(G).
Let  @n # & 1,,(G).
First of all, we show that (@) & I,,(G).

Since G is a group, for every ysG, there exists unique xsG such that y = bxbl,
beG, and x is uniquely determined as x = b~'yb, From the definition of inner auto
motphism, we have ¥ = gy(x).

Thus the unique inverse (¢g)™' of the mapping @ exists and
(@)'0) = x = by b = ¢,710), byeG.
Hence ()" = ¢!
Now, @(@)™'(0) = @ ()
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@b xb) = a(b~'xb),™!
= ab ety = )

This shows that if @, @ & I;(G),

Then @a{%}'_l e 1,,(G). In other words, I,,,(G) is a subgroup of Aut (G).

Emfnple 3.7 : Let G be a group and &_bc an automorphism of G. If g2G is
of order greater than zero, then o(¢(a)) = o(a).

Solution : Let n(> o) be the order of asG. Then ¢" = e and a™ # e for positive -
integer m < n. We have

{ea)}" = pla)@(a) ... ¢la). [n factors]

= ¢la") = ple) = e
. o(@(a)). = n.
If o(@(a)) = m < n, then -
= (pl@)" = od™)

Since ¢ is one-one, it follows that a™ = e for m < m, which is a contradiction
to the assumption that # is the smallest positive integer such that a" = e,
Hence o(¢(a)) = n = o(a)
- Theorem 3.9 : Let H and N be two suhg;ruups ofa group G and N be a normal
subgroup of G, then
HH n N = HN\N
Proof. : We consider the subset HN = {hn | hel, ne}
Let hyny, hony HN, then hyn(hang)™" = hyngng hy™!
| o R
Since N is a normal subgroup of G, hy(nyny Yy &N,
| and hence: hyny(hyny)~ eHN.,
Thus, HN is a subgroup of G. Since N is a normal subgroup of G, HN = NH.
We want to show that N is a normal subgroup of HN.
Consider any element Ain; sHN and any element naN, then
hymnChyny Y™t = hymynny "y
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= hy(mpny ™ = hamghy ™Y, ny = nypnny Tl e
Since N is normal subgroup of G, hynghy™ &N and so N is a normal subgroup
of HN.

Let us consider the mapping

@ H — HN | N defined by ¢(h) = AN, vh £H. :
Here @ is a restriction of the natural homomorphism G —» G | N to the subgroup
H. Hence the kernel K will be the common elements of H and N, i.e,, Ky= HnWN.
Moreover, ¢ is clearly surjective. Thus using the fundamental theorem of homomor-
phism (Th 3.5) and noting that here H replaces G, HN replaces K, and HN | N
replaces the homomorphic image G’ of G, we have :
H|H~Nz=HN| N
Theorem 3.10 : Let H and K be normal subgroups of a group G and K < H.
Then
GIK) | H|K=G|H
Proof. : We define the mappmg ¢ between the twn qu{:rt:ent gﬂ:-ups G| K and
G | H of G given by
PxK) = xH’, x86G
i.e., the left coset of K determined by x&G will map onto the left coset of H determined
by x. :

We note that the mapping ¢ is the mapping of a class of elements of the group
G to another class of elements of G, so it is necessary to show that the mapping is
well-defined, ie., we have to show that
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xK = yK = xH = yH. _
This means that if two elements x and y belong to the same coset of K| then their
images will belong to the same coset of H.
We have, xK = yK = xk{ = vk, ki, kpeK
. = 3! = ek
"Bt Kc H - oxyleHl
; = xH = yH
Hence the mapping ¢ is well-defined. The mapping ¢ is clearly onto, as for each
xH in G| H we have its pre-image xK in G| K. ;
. We now test ¢ for homomorphism.
For x, ye@, we have
KK (7K) = ¢K) = yH = (<H) OH)
= ¢(xK) ¢(K)
. ¢ is a homomorphism,
The kemnel of ¢ is
Ky= (xK| p(xK) = H}, {!a;’ is the identity elcrﬁem of the quotient group G| H)
{xK|xH = H}
(<K | xeH)
= H|K.
Using the fundamental theorem of homomorphism for groups, we have,
G| KK, = G|H
ie, (G|KIH|K)=zG|H.
Conjugacy :
Def, 3.4 : Let a, b be the elements of a group G. The element & is said to be
a conjugate of the element a£G if there exists an element ceG such that

il

b= clac
"If @ and b are so related then we ezpress this relation by the symbol g ~ b and

we call the relation a conjugate relation.
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Theorem 3.11 : The relation of conjugacy is an equivalence relation.
1

Proof. : Since a = a”"aa, we have a - a VasG. Hence the relation is reflexive,
Let a ~ b, ’I‘hcn there exists ce(G such that
b= c¢lac ;

= ¢bcl=aora= (c‘l]"b ¢!
Since ¢ 1eG, we have b ~ a
So the relation is symmetric.
Finally, let @ ~ b and b ~ ¢, then there exist x and y&G such that

b= xlax, ¢ = y by
Hence ¢ = y (7 'ax)y = () a(ey)
Since xyeG, a ~ ¢

This means that the relation is transitive, Hence the relation of conjugacy is an

equivalence relation.

Since an equivalence relation on a set partitions the set into a number of equivalence
classes, it follows that the conjugacy relation partitions the group G into a number of
disjoint equivalence classes known as the classes of conjugate elements,

Thus, for azG, let c(a) = {x¢G | @ ~ x}.

c(a), the equivalence class of @ in G under the relation ~, is usually called the conjugate
class of @ in G; it consists of the set of all distinct elements of the form 3 'ay, yG.

For a finite group G, if | ¢(a) | denotes the number of elements in the class c(a),
then

o(G) = ¥|c(a)|
asG

where the surmmation on the right hand side runs over one element from each conjngacy
class, : |
Def. 3.5 : If ae(s, then the set N(a) = {x2G | xa = ax} is called the normalizer
of a in G. ;
From the definition it follows that Ma) consists of those elements of G which commute
with the element a&G. Since ea = ge, then set N(a) is non empty as esV(a).
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Lemma : Ma) is a subgroup of G.

Let x, yaN(a). Then xa = ax, ya = ay.

Now, (xp)a = x(ya) = x(ay) = (xa)y = a(x) = xyeN(a)

MNow, ax=xa=>x lix=a

=xla=ax” o xaN(a)

Since x~'aN(a), yeN(a), it follows from the above that x~'ysN(a) . Hence N(a)
5a subgroup of G. _ :

Theorem 3.12 : Two elements x, y of a group G give rise o the same conjugate
of an element a£G if and only if thcy belnng to the same right coset of the normalizer
of a in G.

Proof. : Let NM(a) denote the nermalizer of a£G, then from the Lemma just proved
N(a) is a subgroup of G. Let x, y belong to the same right coset of N(a) in G.

Since yeN(a)y, xeN(a)y

Now, xaV(a)y — xy'l.sN(a)

= a(x™) =y a
= (ax)y™ = x(y™a)
= x'ax = y'iay :

This shows that x and y give rise to the same conjugate of an element a.

Conversely, let x™'ax = yay

Then x(xlax)y™ = xp7'a

= my't = xy"la
= xy~ eN(a)
= xaN(a)y
In other words x belongs to the same rlght coset as that of y.

Theorem 3.13 : In a finite group G the number of elements in the class ¢(a) of
all elements conjugate to a is the index of the normalizer of a in (7, that is,

: L
|eta)| = =205 =1GeN )

46



Froof. : By Theorem 3.12, if x, y belong to the same right coset of N(a) in G,
then x, y give rise to the same conjugate of an element geG and if xy belong to the
different right cosets of Ma) in G then they give rise to different conjugates of a in
(7. Thus, to each right coset of N(a), there corresponds to a single element conjugate
to a. In otherwords, there is one-one correspondence between conjugates of ¢ and the
right cosets of N{@): Thus, in a finite group, there are as many conjugates of the element
a&G, ag there are distinct right cosets of M(a). But the number of right cosets of N(a)
ini the finite group G is

o(G)
o(N(a))
Hence the number of elements conjugate of a=G is
Jet@)]=-Z9 - (6: N (@)
o(N(a)) .

* Since the relation of conjugacy is an equivalence relation, in a finite group G, the
equivalence relation of conjugacy will partition G into a number of equivalence classes,
Viz., a class containing the conjugate clements of @, a class containing the conjugate
elements of b and so on.

Thus, o(G) = sum of the elements in different conjugate classes in G.
=Y|c(@)] '
. o) .
o R T T U e R e R R 1
Lo ()
where the summation runs over one element from each conjugate class of G.
The equation (1) is called the class equation (or class equation formula) of G,

We recall that the center Z(G) of a group G is the set of th{;se elemf:nts in G
that commute with every element in G, ie.,
Z(G) = {asG|ax = xa, VxeG)}
Theorem 3.14 : Let Z(G) be the centre of a group G and let ¢, Then a.s-Z(G)
if and only if Ma) =
Proof, : We rcmember that the set N(a) contains those elements of G which commute
with asG. Now a£Z(G) means that the element a commutes will every element of G.
- In other words every element of G commutes with the element a. Hence N@) = G
conversely, suppose that Ma) = G. Then every element of G commutes with a, ie.,
ax = xa visG. Hence asZ(G). ;

=[G: N(a)]
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Theorem 3.15 : Let Z(G) Ee the centre of a finite group. Then o(G) = o(Z(G))
+ 2 [G.Na)l.

aeN{G)

Proof. : We have from the class equation formula o(G) = Z[G Nl i )
where the summation on the right hand side runs over one f:lement from each conjugate
class. Since for each element a£G we have either a22(G) or, -.‘IEZ(G), the class equation
(1) may be written as

o(G)= 3 [G:N@]+ 3 [G:N(a)]

aeN{G) ‘ aeh ()

By theorem 3.14, aeV(G) = N(a) = G, and so
o(G) _ o(G) _

- [G: N
[G:N@I= Sv@) ~ (@) ™ |
Y [G:N(@)]= 2 1 = No. of elements in Z(G) = o(Z(G))
aeZ(G) aeN (&)
Hence o(G)=o(Z(G) + 3. [G:N(a)]
aeN(G) -

where the summation runs through a set of representative of the conjugacy classes.
Theorem 3.16 : If o(G) = p", where p is a prime number, then centre Z(G) =

{e}. ;

Proof, : If a«G, then we have proved that M(a) is a subgroup of G, By Lagrange’s

theorem on finite group G, we know that o(N(g)) divides the order of the group G.

But since o(G) = p”, where p is a prime number, o(n(a)) must be of the form P~

o<k = n : \
Now from the class equation formula

o(G) = 2. [G:N(a]]

.thc summation extends over one element ‘e’ from each conjugacy class,
Let us assume that o(Z(G)) = m '
Now, a&gZ(G) < N@) = G
< o(N(@) = o(G) = p"
op=p o k=n
and agZ(G) < k < a.
So that from the class equation
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oG)=0o(Z(G)+ ¥ [G:N(a)]
agZ((G)

we have, p" =m+ Z‘U—k
k<n P

or, m=p"-3¥ p"".

]

Since p is a divisor of the right hand side, p must divide m. Smce eeZ(@), Z(G)
is non-empty. Now, m is a positive integer divisible by the prime number p and
consequently m > 1 or o(Z(G)) = 1 Hence Z((G) must contain an element besides e

Example 3.8 ; [fpisa prlme number, any group G of nrder 2p has a normal
subgroup of order p.

Solution : Since p is a prime number and p | o(G), b}r Cauchy’s theorem G has
an element ‘g’ of order p. Then
—{a,a,,..a"——e}
is a subgroup of order p.
Nows [@iN=222 -y
o(N)
_Hence N is a subgroup of index 2. So N is a normal subgroup of G.

Example 3.9 : Let G be a finite group, and T be an automorphism of G with
the prupert}r that T(x) = x if and only if x = e, Prove that every goG can be represented
as g = x'I(x) for some x:G.

Solution : We have T(x) = x if and only if x = e. Consider the mapping y : G
— G such that y(x) = x"'T(x), xG.

Then for x, yeG, p(x) = wy)

| = T = y7T()

T(x) = 57 TQ)

T =

T(x)T(y™) = xy~!, (since T is an automorphism)

5 4 4

Tey™) =y
= wl=eax=y
. W is one-one.
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Since G is finite, y is onto

Hence any gsG can be expressed as g = x~'T(x) for some x&G.

Example 3.10 : Let G be a finite group, T an automorphism of G with the property
that T(x) = x if and only if x = e. Suppose further that 7% = I = identify mapping.
Prove that (¢ must be abelian,

Solution : From Example 3.7, we find that any a¢G can be expressed as a =
- ¥ T(x) for some x&G.
" T(a) = T(x")T*(x)
=TxMx, & Px)=x
" al(a) = x"'T(x)T(x")x
= x 1T Y)x
=x"'T(e)x = xlex=e

Ia)=a"', asG
Now for beG, (aby! = T(ab)
or, T[(ab)™] = T*(ab) = ab
o, F'aY)=ab
or, T((b) T(a)) = ab
or, T%b) T%(a) = ab
or, ba = ab, a, bsG
This shows that the group G is abelian.

EXERCISES
1. If 4 and B are groups, prove that 4 x B is isomorphic to B x 4.
2. Let G be a group. Show that
D = {(g,g) G x G|geG} is a group isomorphic to G.
3. Prove that every group of infinite order is isomorphic to the additive group of
integers. : :
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[Hint : For infinite cyclic group G and @ € G, consider the mapping n —»
a”, n is an integer.]
4, If ¢ is an isomorphism of a gmup G onto to a group G, prove that {p(a)}"
= ¢' if and only if a”" = e.

5. Show that a cycim group of order 8 is hnmnmnrphn: to a cychc group of
order 4.

" 6. Let Gbe agroup, and f: G -G defined by f(x) = x” be an auturrmrphis;n_
Show that for each asG, a" ' &Z(G) (i.e., centre of G).

7. Let G =< g >and G' =< b > be any two cyclic groups of same order.
Define ¢ : G — G' by ¢{a’) = b' for all integers r. Show that ¢ is well-defined and
it is an isomorphism.

8. Inthe following, verify it the mapping defined are homomorphisms and in those
cases in which they are homomorphisms, determine the kernel.

(8) G is the group of non zero real numbers under multiplication,
#: G — G such that ¢(x) = %, x € G

(b) G is the same as in paﬁ (a),
gﬁ:.G—r G such that ¢(x) = 2", x € G

() G is the group of real numbers under addition,
¢:G > Gsuchthat g(x) =x+ 1, x e &

(d) G is any abelian group. :

' ¢:G—}Gsuchthat¢(x]=x5,xEG,

9, If ¢ : G — H is a homomorphism and G = <a> is a cyclic group, prove .
that ImG under ¢ is cyclic also. : 5



Unit : 4 O Characteristic of a ring, Ideals of a ring
and Homomorphisms of rings

4.1. Characteristic of a ring : Let <R, +, -> be a ring. If each element of the
additive group <R, +> is of finite order and m (}'{]} is the maximum for the orders in
<R, +>, then we say that the ring R has the characteristic m. For example, the ring
<R, +g, %g= where R = {0, 1, 2, 3, 4, 5} has characteristic 6.

On the other hand if then exists no maximum for the order of the elements of the
additive group of a ring, then we say that the ring has the characteristic zero (or infinity).
Thus, the usual rings Z, O, R, C all have the characteristic zero.

Theorem 4.1 : The characteristic of a ring with unity is zero or m (> 0) according
as the vnity element 1 has the order infinity or it has finite order m.

Proof : Let the unity element 1 of the ring R have the finite order m and let x
be any element of R then

me=m(l-x)=1-x+1-x+ .. +1:x (m terms)
(1 +1+ ..+ D (distributive rule)
=ml-x=0.x=0 '

This implics that the order of an arbitray element x &R is less or equal to m, So,
by definition, characteristic of the Ting is .,

Il

Theorem 4.2 : The characteristic of an integral domain D is zero or m (> 0) according
as the order of any non zero element in D is either infinity or m
Praof : Let a be any nonzero element of D having finite order m, so that ma = 0.
Let d be any other nonzero element in D, then
O=(ma)-d=(@a+a+ .. +ta)- -d
=g:d+a-d+ .. +a-d
=a - (md)
Since an integral domain is without zero divisor and a ¥ 0, if follows that md = 0
. or, order of d < m = order of a |
Let order of 4 = p, so that pd = 0
Then 0 = (pd)a = d(pa)
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Since d # 0, pa = 0, and so
order of ¢ = p = order of d
By (1) and (2), order of d = order of a.

It follows that every nonzero element of D is of the same finite order m, so that
the characteristic of an integral domain is m.

Theorem 4.3 : The characteristic of an integral domain is either zero or a prime
number,

Proof : Let p be the characteristic of the integral domain D, We shall prove that
p is a prime number. Suppose that p is not a prime number. Then we can write P
= p1p2 where p; # 1, ps # 1 and p;, p» < p. Let a be a nonzero element in D,
Then a@® = g - @ # 0. Since both a and &? are nonzero, we have

order of @ = order of a* = :
0 = pa = pa* = (pipp)a* = fmﬂ} (p2a)
Since D is integral domain, it follows that either pa =0 or pya =0, This contradicts
the fact that p is the least positive integer such that pa=0.

Hence p is a prime number.
4.2 Ideals of ring : Normal subgroups have a special role in group theory in the

sense that normal subgroups permit us to construct factor groups or quotient groups.
In the case of rings we have similar concepts, namely ideals. and quotient rings,

Definition 4.1 : A nonempty subset § of a ring R =< R, +, - > is called an ideal
of Rif, -
() a, beS implies a — beS
(i) a=S and reR imply arsS and raes,

Definition 4.2 : A nonempty subset S of a ring R = < R, +, > is called a right
ideal or R if, :

() a beS implies a — beS
(i) a&S and reR imply areS
* SBimilar is the definition for a left ideal.

We recall that a nonempty subset S of a riﬁg R is a subring if and only if for all
a, beS we have a — b=S and abes.
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From the definition of an ideal it is clear that an ideal is a subring of the ring R.
Every ideal is both right and left and so an ideal is some times called a two-sided ideal.

Consider two special subsets of R, viz, the subset {0} and R itself. It is trivially
rue that these subsets are ideals of R and so are called trivial ideals. Ideals other than
{0} and R are called proper ideals. '

Example 4.1 : Let R be a ring and aeR. Consider the subset aR = {ax|xeR}.
We can easily show that aR is a right ideal of R. For, let ax and ay be two elements

of aR; x, yeRk.

Then ax — ay = alx — y)

Since (x — ) € R, a(x — ¥) € aR

So ax —ay = aR

- Again, axeaR, and y <R will imply
(ax)y = a(xy)

Since xy &R, a(xy) € ak

Hence (ax)y € aR

This shows that aR is a right ideal of R.

We can show that the set Ra = {xa | x e R} is a left ideal of R.

If R is commutative, then we say that R is an ideal of R.

We note here that the element a need not belong to the ideal aR. The sufficient
condition for a to be in aR is that R must be a ring with unity, i.e., 1 & R and in this case
g-1=ga = ak. ]

Example 4.2 : Let R be the ring of all functions from the closed interval [0, 1] to the
field of real numbers i.e., the elements of R are real-valued functions f{x) whose domain
is the interval [0, 1].

Clearly, R with usual addition and multiplication of functions fmm a ring. Comxder the
subset S of R defined as follows :

Forx [0, 1], § = {f € R | flx) = 0}. Then clearly, § is nonempty and for f, g =
8,

ft) =0, glx) =
= fix) - g(x) =0, x € [0, 1],
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Also, fix) e § and A(x) e R, x = [0, 1], will imply, fix) A(x) = Oh(x) =0
M) € S 2%

Hence, by definition, § is an ideal of R.

Example 4.3 : Let Z[x] denote the ring of all polynomials with integer coefficients and

 let 8 be the subset of Z[x] with even constant coefficients,

Then § is an ideal of Z[x].

Theorem 4.4 : If R is a commutative ring, the set (@) = {xa | x € R} ofall multiples
ax = xa of any fixed a & R (by a variable element x € R) is an ideal of R,

Proof ;: Let x, y € R, then xa, ya < (a) |

Now, xa — ya = (x — y)a_& (a) and for any r € R, r (xa) = (x)a € (a)

(xa)r = (ax)r = a(xr) & (a)

Hence (q) is an ideal of R.

Ideal (@) which consists of all the multiples of some fixed element a & R is called a
principal ideal of R.

Theorem 4.5 : A commutative ring with unity is without proper ideals if and only if
it is a field,

Proof ; Assume that R is a commutative ring with unity but R is not a field. We shall
show that R has a proper ideal. Since R is not a field, R will contain some non-invertible
a (+ 0). Clearly then multiplying this element a by the elements of R cannot generate the
unity element of R. Hence the ideal (a) is a proper ideal of R.

Now assume that R is a field and / be any ideal of R such that & + {0}, Then H
must contain some nonzero A = R. Since R is a field, multiplicative inverse A of A must
exist in R. For any x € R, xh™' e R, and ﬁ'am the definition of an ideal (xh'Yh e H =

x e H

Thus,x e R =>x eHand so R g H.

But H ¢ R. Hence H = R. This means that H is not a proper ideal of R if R is a field.

It follows that {0} and R = (1) are the only ideals of the field R,
Note : This result fails to be true in émeml for noncommutative rings.
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Definition 4.3 : Let G be a group and S be a subgroup of G; for a, b e G we say
a is congruent to b mod S, written as a = b (mod §) if ab™! € 5.

It can be shown that the relation a = b {m{:_rd &) 18 an equivalence relation,

Theorem 4.6 : Let H be an additive subgroup of the ring R. Then the partition of R
into cosets of H has the substitution property, i.e.

a = b (mod H) => ar = br (mod H) for all » e R, if and only if H is a right
ideal, _ ;
Proof : If H is a right ideal, thena e H, b e H=>a-b e Hand ar e H, br e
H for all » & R. Hence ar — br € H, which means that ar = br (mod H).

Conversely, ifa-b e H= ar-br=(a— b)r e H for ali ¥ & R, then b}r definition
H is a right ideal of R.

4.3 Hl}mnmﬂrphisms of rings :

Definition 4.4 : Let fbe a mapping from a rmg R into a ring § such that for a,
befR

() fla +b)=fla) + j1b),
(i) flab) = fla) fIb),
Then f'is called a homomorphism of R into S.

‘W recall that if fis one-one, thenf:s called 2 monomorphism of R into S. In this case
fis also called an embedding of the ring R into the ring S. If f is both one-one and onto
then we say that the rings R and § are isomorphic and we write R = §.

Theorem 4.7 : Let f: R — S be a homomorphism of a ring R into a rmg S, then we
have the following :

@ If0 is the zero element of R, then f{0) is the zero element of .
@ Ifa <R, thenfi-a) = fla)

(i) The set {f{a) | @ € R} is a subring of S, called the homomorphic image of R by
the mapping f and is denoted by L, or f{R).

(iv) Theset {a e R | fla) = IJ} is an idea! in R, called the kf:m-:] of fand is denoted
by Ky or Kerf.

() If1 £ R, then f{1) is the unity element of the subring fIR).
(v} If R is commutative, then f{R) is commutative,
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Proof : (i) We have, since /'is a homomorphism of rings, for a & R, fla) = fla + 0)
= fa) + A0). This shows that f{0) is the zero element of S. Let us denote the
- zero eiernent f{0) of § by ﬂ

() We have 0; = fI0) =fla + (- a)) = fla) + ﬂ— a)
Thi.s shows that f{— a) = — fla)
(i) Let fla) fib) € A(R), then
f@) ~ fib) = fla) + fi- b) = fla — b)
Since a — b e R, fla — b) = f(R) and so fla) - ib) € flR).
Also, fla) fib) = flab)  fiR)
Hence f{R) is a subring of §.
(v) Leta, b € Kr= Ker fand let r e R, then
fla) =) = 0, = fia) B = 0,
- = fla-b) =10
s Ky _
and flar) = fla) fr) = 0; fir) = 0, and hence ar & Ky
. Kyis an ideal of R.
(v) Let 1 e Rand a R, then la = a. Since f'is a hnmumorphlsm,
fla) = A1) fla) -
Similarly, fa) = fla) A1)
This shows that f{1) is the unity element in f{R).
() IfR is commutative, then a, b € R = gb = ba and since 'is a homomorphism,
flab) = fiba)
= fa)fB) =fB) fla)
" Hence f{R) is commutative,

Theorem 4.8 : Letf: R—> Shea honmnmrphlsm of a ring R into a ring §. Then
Kr= {0} lfand only if f' is one-one.
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Proof : Suppose that f'is one-one. Then, for a, b € R, fla) = flb) = a=b. We also
 know that /{0) = O,, 500 € Kj: Let a & Kj; then by definition of a kemel f{a) = O,. So
F(a) = O, = f{0), But since f is one-one, we have a = 0.
K= {0}, : .
Conversely, let K= {0}, We shall show that f'is one-one. Let a, b € R, If fla) =

f(b), then fla — b), then fla — b) = O; = a-b e Kp But K contains only the element
0. 8o a — b= 0 ora=b. Hence f is one-one.

Theorem 4.9 : (Fundamental Theorem of Homomorphism) Every homornorphic
image of a ring R is isomorphic to some quotient ring of R.
Proof : Let S be the homomorphic image of a ring R under a homomorphism 8: R

3 § and let H be the kernel of & Then H is an ideal of R. We consider the mapping @
defined as :

@: RH—> S

such that o(H + @) = &a), a  R. We first show that ¢ is well-defincd.
leth e H then h+a € H+ a,

so that &h + a) = (k) + &a) = &a), . &h) =0,
This shows that all the elements of the add:tm: coset H + a map onto the element &a).
Hence g is well defined. ks
Next we shall show that rpis one-one. Suppose that
qJ(H+a]_=qv(H+b),b R,
then, &a) = &b).
But &is 2 homomorphism, so a - b)=0,=a-b eH
ofy, Hta=H+h
¢ is one-one.:
Since § is the homomorphic image of R under 6, for every x & 5, S & R such that _
@a) = x. This implics that o(H + a) = x. So @ is onto.
Finally, we E;a{rc to show that @ is a homomorphism we have,
@((H + a) + (H + b)) = o(H + (a + b)) = &a +.b)
= &a) + &b)
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=@+ a)+ ¢(H+ b)
Also ¢((H + a) (H+ b)) = ¢(H + ab)

= Qab) = &a) AB)

= ¢(H + a) (H + b)
Thus ¢ is a homomorphism. .
Since ¢ is one-one and onto hothomerphism, ¢ is an isomorhism from R/H to §.

Theorem 4.10 : Let #: R — Sand 6”: R — §' be two epimorphisms of rings with
the same domain R and kernel H. Thgn their images S and $* are isomorphic,
Proof :

U
k_} ! 5

g

Let us define a mapping f : R/H — § such that for @ € R, fla + H) = &a). The
mapping is well-defined, sincea + H=b+H=pa-b e H= fa-b)= 0, = &a)
— 8b) = 0; = &a) = &b).

Now, fi(a + H) + (b + H)) = fla + b+ H) = &a +b)

= Ba) + AB) = fla + H) + fib + H)
and fl(a + H) (b + H)) = flab + H) = &ab) = &a) &b)
=fla+ H)flb + H)

Hence f is a homomoiphism.

Clearly, f'is onto.

Again, fla + H) = fib + H) = &a) = &b) = &a) - &b) = O;= &a-b) = O,

=a-beH=a+H=b+H '
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[ is one-one.
Hence / is an isomorphism from R/H — §.
Thus, R/IH = 8.
Similar argument shows thai R/H = §'.
Let us now define the mapping @ : § — §" such that
fday=x €8, Bla)=x"e5,a R, then g(x) = x’
Now @(x) = ) = x'=y'= (@ =6 () = da@a-b=0=a-beH=

a+H=bt+H=flatH=flb+H= "-{ﬂ]=l9(b)=’-’f:._}’

" is one-one,
Since both @and & are epirnorphisms and since 87 (x) = & ‘l(x’} a+ H, it follows
that the mapping ¢ is onto.
Lastly we shall show that ¢ is a homoinorphism
W;ahave, H'I[x] =g x)=a+HaecRxe8x s
glip)=0"y)=b+HbeR yeS )y es
1t follows that & '(xy) = H + ab
and @ '(xy") = H + ab
Hence from the definition of ¢ we have
plxy) = xy' = @(x) @)
Also, 07'\(x+ ) =@ ' +y)=(@+b)+H
elx +y) =x"+ "= @x) + o)
S0 ¢ is an isomorphism from § to S’ and
§ = & '
Theorem 4.11 : In any integral domain D of prime characterstic p, the assignment x
— & is a monomorphism.
Proof: Ifa, b € D, we have, by binomial theorem

(axb)’ =apt (‘T)a"_lb i (fz’]aﬂ-zbi U (i](ib}" W (L)
Let us consider the term [ﬁ)ap—xbx in (1).
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| L : ! ol p!
CIQHI‘I}" af"h E.an_d(K)-—m_—K-)—I

Since p | is divisible by p and neither K | nor (p - K) ! is divisible by p for 0 < K

< p, it follows that ﬁ.) is & multiple of p and since p is the characteristic of the integral
domain, we have

[F]a—""‘bﬁ =0, 0<K<p,

K
Hence from (1),
(@*b)P =a” +b? | crrimes )
Again, since D is a commutative monoid,
(aby’ = o®bF - Lov e R TR EREC UG - (3)

that

Ma+8) = (@+bY = + W = ua) + u(b)

and  sdab) = (@b’ = B = 1a) 1(B) '

Hence pis a homomoiphism from D to D,

Finally, HMa)=pub) => P =0 = o _pr =g — (a - by =0, by (2)

Since D is on integral domain (a—bP=0=g=p

. Hence m(a) = m(b) = a = b

S prisa Mionomorphism from Dto D,

4.4 Maximal ideal and prime ideal

Def. 4.5 : An ideal M of a ring R is said to be a maximal idea! of R if

() M#%R '

(2)  there exists no other ideal A of R such that Af HcR

Thus from the definition it follows that if we have an ideal H of R such that M = H
C R, then either H=Mor H=R,

Example 4.4 : In the ring R of integers with usual addition and multiplication the
ideal (2) [recall that (2) contains the set of elements obtained by multiplying 2 by the
elements of R], is a maximal ideal. This may be established easily. We note that the
element 9 € (2) but 9 ¢ (2). Hence (2) © R. Now suppose thai H is any other ideal
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of R such that (2) < H, this means that there is an element x e H which is not divisible
by 2. Hence x = 2n + 1 for some integer H.
Now, 1 =x —2n
Since x & H and 2n & (2), s0 2n eHandsmccHxs anidealof R, x —2n-1 &
H. Hence from the property of an ideal, we have foranyy e R, 1.y e Hie.y e H. 8o .
Rc H But Hc R. Hance H = R. Hence (2) is a maximal ideal in the ring of integers.
It can be easily proved that for any pl‘l.l’ﬂﬁ number p, the ideal (p) is maximal in the ring
of integers. .
Theorem 4.12 : In a nonzero commutative ring with unity, an ideal M is maximal if
and only if R/M is a field, ;
Proof : Suppose that RIM is a field and B is any ideal of R such that M — B. Let
b e Bbut b & M. Then b+ M is a nonzero element of R/M and since by assumption
R/M is a field, there exists an element ¢ + M of R/M such that
(b+ M) (c+M)=1+M (= the multiplicative identity of R/M)
Qince b e B and B is an idea! of R, we have
be e B .
Again, L+ M=(0b+M(+M=bctM
S0, l-bceMcB
" (l-bo)+tbceB
1eB
Qo foreveryx e R,1-x e Bie x eB
Hence B=R
The ideal M is a maximal ideal in R.

Conversely, suppose that M is a maximal ideal in R. We shall show that R/M is a field.

To prove this we have to show that every nonzero element b + M & R/M has a
multiplicative inverse.
Consider the set 8= {brta|r eR,a & M}. Clearly B is an ideal in R, and M <
B. But as M is a maximal idea! in R, we must have B=R. So 1 € B. From the structure
of elements of B we must find some ¢ e R and a’ e M such that
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1 =be+a
and hence 1 + M =be +a'+ M=bc + M= (b + M) (c + M)
This shows that the element ¢ + M is the nmltlphlcatm: mverse of b+ M in RIM. So
RIM is a field.

Example 4.5 : If R is the ring of 2 x 2 matrices of the form [‘6 g] where a and

- b are elements of a field .F. Show that the set Af = {[g g}

b EF} is 8 maximal ideal
inR. '
Solution : We can easﬂy prove that M is an ideal in . Let us consider the subset §
of R of the form
ac F}

s=s 3

Then § is a subring of R and if we define a mapping /' § — F by

A5 )=

then clearly ¢ is one-one and onto.

Now o{[§ S]+[6 §)-

Hence ¢ is an isomorphism.
Now, we consider the mapping /: R — S, where

A5 &)=[5 9]
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we can show that the mapping ¢ is onto nomomorphisrr. whose kernel is M. TﬁlIS, ﬁy the
fundamental theorem of homomorphism R/M = §. But § is a field. Hence R/M is a field -
and so M is maximal idea! in R. - ]
Definition 4.5 Prime; ideal : Let R be a commutative ring. An ideal P of R is said
So be a prime ideal of R if for @, b € R, ab P implies that a ePorh P,
Example 4.6 : In any integral domain R, (0) is a prime ideal. For ifab €(0), a, b
& R then celearly either a e (0) or b & (0).
Theorem 4.13 : An ideal F of a commutative ring R is prime if and only if R/P is an
integral domain. :
Proof : Let R/P be an integral domain.
.Then for alla, b € R, ab € P = ab +P= i
= [_a +Py(b+P)=P
=>eithﬂra+P=P0_r.;5+P=P
=> githeru e Por b € P.
Hence P is a prime ideal.
Conversely, let Pbe a prime ideal in R. Then
(@+P)(b+P)=P=ab+P=P
. =agh P :
= githera e Porh e P
— githera + P=Porb+ P=P _
Thus R/Pis wi_thnut zero divisor. Also R/P is a commutative ring as R is commutative.
Hence R/P is an integral domain,
Theorem 4.14 : If R is a commutative ring with unity, than.each maximal ideal is
prime, but the converse, in general, is not true. :
Proof : Let M be a maxima! ideal in R. Then by Theorem 4.12, R/M is a field. So
RIM is necessarily an i:ﬂcegral domain. Hence by the Theorem 4.13, M is a prime ideal.
The converse of this therorem is not true, in general. For, the ideal (0) in the ring of
integers is prime but not maximal.
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'EXERCISES

Prove that the homomorphism ¢ of a ring R onto a ring R’ is an isomorphism of R onto
R if anﬂ only if K4 = {0}, where K denﬂtes the kernel of .

If R is a ring with unity element 1 and pis a homomorphism of R onto an integral -
domain D such that X, # R, prove that ¢(1) is the unity element of D.

Let R be the ring of integers and let U be the ideal consisting of all multiples of 17,

- Prove that if ¥ is an ideal of R and R o V 2o U, then either ¥=Ror V=,

If U is an ideal of a ring R and | & U, prove that U = R.

5 IfU, Vareideals of R and U + V' = futviuelver. Prove that U7 +

is also an ideal of R,

Prove that any homomorphism of a field is either an isomorphism dr. takes each
element onto o.

Let R be a ring and L be a left ideal of R. Lf:t/l(L]— xeR|xa=0, Va EL}
Prove that A (L) is a two-sided ideal of R.

If R is a commutative ring and a &R, show that aR = {ax :x e R} is a left and right
ideal of R.

What will be your conclusion if R is noncommutative?



Unit : 5 0 Edclidean domain, Polynomial rings

Division algorithm for the set of integers Z :
We state here a very fundamental theorem called the Division Algorithm for Z.

Theorem 5.1 : Let a, b&Z, b > o. Then there exists a unigque integers g and 7 such
that a=hg+r,osr<h

where g is called the quotient and r the remainder of a modulo b.
(For proof see, for example, Bhattacharya et.alp 32)
'5.1. Euclidean domain :

Definition 5.1 : A Euclidean domain is an integral domain D with a valuahon v
" 3 N (D* is the set of non zero elements of D and N is the set of non-negative integers),
having the following properties :

For all x, v eD*; vixy) = v(x) (o b S R 1) &
Given agD and beD* there exists a gaD such that @ = bg + r, where either r = 0
or, w(r) < wb) S s A e ey ()

Example 5.1 : The integral domain Z is a Euclidean domain with valuation v defined
by ' via) = | a |, agD. '

For, v, yeD = v(p) = |y |=|x | |y | and | y | 2 | if y # 0, 50 v(xy) 2 v(x) and
the condition (1) is satisfied.

Condition (2) is just the division algorithm for integers.

Theorem 5.2 : In any Euclidean domain D, for xyeD*, we have v(x}-} vix) if y is
invertible, whereas v(xy) > v(x) if it is not.

Proof, : We have, by the definition of Euclidean domain,

x, yeD* implies vy =vx), e (D
MNow, if y is invertible. Then '
wx) = vogy ™) = v(xy) _ vk

By (1) and (2), v(xy) = v(x)
Moreover, it xy divides x, then thera exists some z&D such that xyz =x =x .1. But

. since D is an mteg;ral domain, by cancellation rule, yz = 1. Also, since xeD*, y must be
invertible.

6o




Now, suppose that xy does not divide x, Then from the second property of Euclidean

T e e b e B S S D A R (3
such that either F=0 - or, v(r) < v(xy) e (4)

Now from (3) r =x — g(x) = x(1 — gy) '
L ©)

From (4) and (5), v(xy) > w(r) > v(x)
i.e., ¥ixy) > v(x)
Thus, when p is invertible, v(xy) = v(x) and when it is not then v(xy) > v(x).
Def.5.2: LetRbea ﬁnmnutative ring with unity. An element w&R is said to be unit
in R if thare exists an element baR such that ub = 1. |

In other words; % is a unit in R if it has multiplicative inverse in R.
Note : There may be more than one unit in R but the unity element is unique in R,
Example 5.2 : In the integral domain Z the only units are + 1 and — 1.

Definition 5.3 : Let R be a commutative ring with unity. We say that two clements
a and b in R are associates and write a ~ b, of for some unit uzR, au = b.

Theorem 5.3 : For a Euclidean domain with Euclidean valuation v, (1) is minimal
among all Wa), aeD* and u£D is a unit if and only if v(u) = w(l).

Proof. : Let aD*, Then since a.1 = g, we have y(a) = v(a.l) 2 w(l).

This pmvés the first part of the theorem.

Let it be a unit in D. Then u has its multiplicative inverse u ' &D such that uy ! = 1

W(1) = vuwa™) 2 vi)

But from the first part, v(1) = v(I)

Combining these together, we have v(u) = v(l)

Conversely, suppose that uaD is such that w(u) = u(1), we shall show that « is a unit

in D, _

~ Sincew and 1 belong to D it follows from the second property of Euclidean domain
that there exist g and r&D such that
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l=qu+tr B e e e Ly (1)
where elf.hn:r r=0. nr v(r) < v{u} - '
But since (i) = v(1) is minimal over all wW(d) with dD*, it follows that v(r) < v(u)

s impossible. Hence » = 0 and so from (1) we have 1 = gu and hence # is a unit in D.

Definition 5.4 : Any integral domain in which every idea! is principal, is said to be
a principal ideal domain (PID).
Theorem 5.4 : In any Euclidean domain D, every ideal is principal.
' Or
: A Euclidean domain is a PID.
Proof, : Let H be any ideal of the given Euclidean domain D. If H = {0}, there is

. nothing to prove. So Suppose that H contains a non zero elengent b with minimum v(b).

We shall show that H = (b), a principal ideal of D.
Clearly H = (b) UL Sk (1)

It temains to prove that H < (b). If a=H, then from the property of Euclidean domain
D, there exist g, r£D such that a = bg + r, where either » = 0 or, ¥(r) < w(b). But v(r)
< y(b) is impossible, since w(b) is minimal among the valuations of elements of . Hence
— : .

. So a=bhg

This means that any element ag is a multiple of bzH. So Hom - on

Combining (1) and (2), we have H = (b) and the ideal H is principal

Definition 5.5 : Let a, b be two elements of an integral domain D, An element dzD

is said to be a greatest common divisor (ged) of @ and b if:

® d|aandd|b, [d]a isread as d divides a]
(i) whenwcrce:ﬂissuchthatc|_aandc|b,fhenc1d.

' Theorem 5.5 : If D is a Euclidean domain with Euclidean valuation v and a, b are
two non zero elements of D, then there exists a ged d of @ and b,

Moreover d = Aa + ub for some A, peD.
Proof, : Consider the set H = {ra + sb | r, s&D]
Now, (ra +sB) £ (18 + 5,b) = (ry £ rp)a + (5 £ s9)b, 11,981,560
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and #(ra + sb) = (ta + (ts)b, 1eD. _
It follows that f is an ideal of D. Since every ideal in a Euclidean domain is principal,

it ﬁ:-]haws that H = (d), for some deD. Then since every element of H is a multiple of d,
we have d | (ra + sb) for all » and seD.

So if we take s = 0, r= 1, we find that d | a and taking r =0, s = 1 we have d /b,

Let ¢ be any other divisor of @ and b ie., ¢ / @ and ¢ / b. Then clearly ¢ / ra and
¢/ sbfor all v, seD. Hence ¢ / (ra + sb) for all #, s&D. Thus ¢ divides all elements of i
and as deH, it follows that c/d. Hence d is a ged of g and b. And from the nature of
construction of H it follows that there exist A, ,ue:D such that

d=Aa+ ub.
Theorem 5.6 : (Euclidean Algorithm). Let D be a Euclidean domain with Euclidean
valuation v and let @, b be non zero elements of D. Let #,&D be such that
a = bqy +ry, q,&D
where either  r, =0 or, ¥(r;) < ub). :
Let v, be such that b = ryg, + ry; qz,rzsﬂ; where either v, =0, or, ¥(r;) < w(r)).
In general, let r; ,  be such that
Tt = G d T T 13 Qi o P 15D
where either a1 =0, on vir, ) < WE) ;
Then the sequence #;, #; ........ must terminate with some », =0 and thenr, _; isa
ged of @ and b, :

Proof. : Since v(r) < w(r;_ 1} and v(r;) is a non-negative integer, it is clear that after
some finite steps we must arrive at v, = 0. _
~ Now, if 7 = 0, then a = bg;, so that b is clearly a ged of @ and b, Suppose that ry
- #0.Thenif d/a and & / b, we have d | (a — bg), gD, ie, d|r.

However, if ¢ | ry and ¢ | b, then ¢ | (bg + #{), i.e., ¢ | o. Hence the set of common
divisors of @ and b is the same set as the set of common divisors of b and ..

By a similar argument, if #, = 0, the set of common divisors of b and r, is the same
set as the set of common divisors of 7 and r,. Continuing this process, we see finally that
the set of common divisors of @ and b is the same sef as the set of common divisors of
¥o_qand ry_ ;
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Thus when v, = 0, a ged of v, _, and r,_; is also a ged of @ and b.

But when r, = 0, we have r;,_, = g, and this shows that r, _, is a ged of @
and b.

Definition 5.6 : In a Euclidean domain I a non unit 4 is said to be Prime element
of D if whenever a = xy, where x, y&D, then one of x and y is a unit in D,

Thus, according to this definition, a prune element is an element in D which cannot be
factored in a nontrivial way.

Theorem 5.7 : Let D be a Euclidean domain, Every non-zero element in D is eiﬂﬁr
a unit in D or can be wrilten as é.product of finite number of prime elements of D,

Proof. : The proof is by induction on v(a). If v(g) = v(1) then a is a unit in D and
so in this case the statement of the theorem is correct. .

We assume that the theorem is true for all non zero elements x2D such that v(x) <
v(a). On the basis of it we shall pm‘l."e the theorem for a.

If @ is a prime element of D, there is nothing to prove. So suppose that a = be, where
neither & nor ¢ is a unit in D.

Now, W(b) < v(be) = v(a) and W(e) < v(be) = v(a)

Thus, by our induction hypothesis b and ¢ can be written as the product of finite
number of prime elements of D;

B =pipy e Py €= PG - P
where p’, and p", are prime elements of D. Consequently, a = be = PP,y ... P, p'ip'y ...
p',, and in this way ¢ has been factored as a product of finite number of prime elements.
~ This completes the proof. =

Definition 5.7 : In any Euclidean domain D, a and b in D are said to be relatively
prime if their ged is a unit of D. .

Definition 5.8 : If R is a commutative ring with unity, then two elements ¢ and b in.
R are said to be associates if b = an for some unit u in R,

Since any associate of a ged is a ged and since 1 is an associate of any unit, it follows

that if ¢ and b are relatively prime, we may assume (a, b) - 1, ie., ged of g and b is 1.
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Theorem 5.8 : Let D be a Euclidean doﬁmin. Suppose that for a, b, ceD, a | be but
(a,b)=1.Thena|c

Proof. : We have already established that ged of @ and b can be obtained in the form
Aa + wb, A, ueD. So (a, b) = 1 means that Aa + ub = 1.

Multiplying this equation by ¢ we get

Aac + ubc =c¢

Now, a | Aac always and a | ube, since it is given that a | be. Hence a | (Aac + pbc),

o, a|c |

Theorem 5.9 : If p is a prime element in the Buclidean domain D and p | ab, where
a, beD, then p divides at least one of g and b.

Proof. : Suppose that p does not divide a. Then (p, @) = 1. Hence by Th. 5.8, p| b.

An immediate extension of Th. 5.9 is that if p is a prime element in the Euclidean
domain and p | a,a, ... g, then p divides at least one of ay, @y, ... G,

Theorem 5.10 : (Unique Factorization Theorem). Let D be a Euclidean domain and
a(z 0) be a nonunit in D. Suppose that a=pipy . py = PP’ . Py, Where p; and p'y
are prime clements of D. Then n = m and each p; (1 i £ ») is an associate of some p;
(1 £j < m) and conversely.

Proof. : We have a = pyp; ... fo= P Pl

But  p, | ppy - Py hence py | PP’ o Py

~ By Th. 5.9, p; must divide some p;; since both p, and p’; are prime elements of D
and py | p’;, they must be associates,

and p'} = u;py, where u; is a unit in D.

This, PPy - Py = 4Py P1PY e Pt Pys1 o Pm

= Py e Py =W PWPY - PYo1 Pl Pl

Repeating this argument, after n steps we gct 1 on the left hand side and a produet

of certain factors of p' on the right hand side. Since p’, s are prime, we must have =

* n. This proves the theorem.
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'5.2. Polynomial Rings :

Let R be a commutative ring, By the ring of polynomials in the indeterminate x, written
as R[x], we mean the set of ail symbols

5 L
agt+ax+..tax" =Y ax*
Kmly

where m can be ang.f non-negative 'mtagr:r and where the coefficients a;, ay, a, ... a,, are
all in R. _
Let us denote the polynomial in (1) by a(x), so that a(x) = a, + apx + .+ a .
The canonical form of the polynomial a(¥) is defined as follows : .
() pick the largest k in (1) with a; = 0, say-k =, and then
- (i) rewrite (i) as
]l =gt apcd cotlaal e el L e {2y
In the exceptional case that when all a, = 0, the canonical form is zero. The degree

of a(x) is the integer » in (2) and is smhulmad by deg a; if a(x) has the canonical form
zero, it is said to have degree —

Definition 5.9 : If a(x) =g + ax + ... + a,x" and b(x) = by'+ bix + .., + b x"
are in R[x], then a(x) = b(x) if and only if for every integer i > 0, a/ = a;=b,

Thus two polynomials will be said to be equal if and only if their corresponding
coefficients are equal. : : : i

Definition 5.10 : If a(x) = g + ayx + ... + @, and b(x) = by + byx + .. + b 2"
are both in R[x], then :

a(x) + b(x) = tyFex .t ax

where for each [, ¢, = a; + b,

Definition 5.1 iIfa(x) =ag+apx+ ...+ a,x" and b(x) = by + byx + ... + bx",
ﬂrn :

a(x)b(x) = ¢y + c1x + ... +
.whtre e =ahby+a, by + ..+ agb,

With these definitions of addrtn::-n and nmitlplrcatmn of elements in R[x} we have the
following theorem.
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Theorem 5.11 : The set R[x] of all polynomials in an indeterminate x with coefficients
from a commutative ring R, is a commutative ring under polynomial addition and
multiplication, Further, if R has unity 1, then 1 is nlm the unity for R[x].

The proof of this theorem is simple and we leswe it to the readers for checking that
the mndﬂ;mns for being a ring are satisfied,

Example 53:1etR={0,1}=Z,
cand let a(x) =1 + ox + 12
b(x) =1 + 1x + 1%
a(x) + b)) = (1 + ox + L) + (1 + 1x + 1x?)
' =0+ 1x+ 0 = x
and ax) b(x) = (1 +ox + 1¥%) (1 + Ix + 1)
=1+ 1x+ 1+ 1t '

Trivially, the degrees of the sum and product of two polynomials satisfy the
deg(a +b)=dega+degh
deg (ab) = deg a + deg b,

Lemma : If D is an integral domain, then in D[x], we have deg (ab) = deg a + deg

Proof. : Lot a(x), b(x) &D[x] and
ax) =ag+tax+ .. +ax"
blx) =by + byx + ... + b "
with a,, # 0, b, # 0. So that deg & = m, deg b = n. ;
‘By definition a(x) b(x) = ¢y + cx + ... + ¢, where ¢, = aby + a,_ by + ...+ agh,
We have ¢,, ; , = b, Since a,, # 0, b, + 0 and D is an integral domain, it follows
that c,, ., # 0. We shall now show that ¢; = 0 for i > m + n. Since ¢, is the sum of the
terms of the form ab;_; and since i =j + (i — j) = m + n, then either j = m or, i ~ ]
= n. But then one of a; and b;_, is zero and so that a;b;_, = 0. Since c; is the sum {!f
such terms, c; —i}fﬂrr}m+n

Hence deg (ab) = m + n = deg a + deg b.
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‘Theorem 5.12 : (The Division Algorithm). Let F be a field and the polynomials a(x)
and b(x) belong to FTx], where b[x] # 0. Then there exist two polynomials g(x) and #(x)
£F[x] such that

a(x) = b(x) g(x) + r(x)
where either Hx) = 0, or deg r{x) < deg b(x).

Proof. : Let a(x) = ¥ a,x* and b(x) = ibkxk and let b(x) be in canonical form
k=0 k=0

with b, # 0. Then there are two cases to consider,

Case L. If m < n, we can set g(x) = 0 and #(x) = a(x), so that

a(x) = ob(x) + a(x)
where deg a(x) < deg b(x)
Case IL If m 2 n, we ::ah define a,(x) = a(x) — b,,‘lan,x’"‘ "b(x)
= a(x) - g (b

The polynomial a,(x) is of degree » — 1 at most, since a(x) and ql[x.). b(x) have the =

same leading coefficient bﬂ_lamb,, =

We now use induction on m, repeating the process at most m — n + 1 times, until the

| remainder a(x) = a(x) — [Xqg{(x)]b(x)

= a(x) — q(x) b(x)
has degree less than n. Then
a(x) = q(x) b(X) + agl0),
where either a,(x) = 0, or deg a,(x) < deg b(x).
Since Flx] is a ring of polynomials whose coefficients are taken from a field F, Flx]
is a commutative ring with unity element 1. Again a(x) b(x) = 0 will imply either a(x) =

" 0 or b(x) = 0. Hence F[x] is a commutative ring with unity element and without a zero

divisor. So we conclude that
Flx] is an integral domain.
Theorem 5.13 : Flx] is a Euclidean domain.

Proof. We have just observed that F[x] is an integral domain. Now, for any a(x)
&FTx], if we assign valuation v{cz) deg a, then from the result that

deg(ab) = deg a + deg b, a(x), b(x) &Flx]
; - :




we have, deg (ab) = deg a

e, Wab)2v@)
and also from the division algorithm we have for a(x), b(x) &F[x] with b(x) # 0, there exist
g(x) and r(x) éF{x] such that - '

alx) = g(x) bx) + r(x)
where either Hx) =0, ordegrx) = deg b(x)
e, V() £ V(b)) '

T.he above arpuments show that Flx] is a Buclidean domain.

Since by Th 5.4, every Euclidean domain is a P;E’D, is follows that Fix] is a PID.

Definition 5.12 : Let F be a field and let FTx] be the ring of polynomials in x over
F. A polynomial f{x) F[x] is called irreducible, if the degree of fix) 2 1 and whenever

Sx) = g(x) h(x), where g(x), h(x) eF[x], then g(x) &F or, h(x) £F. If the polynomial is
not irreducible, it is called reducible, :

Remark : Tﬁe irredueibility of a imlynamia‘i depends on the nature of the ficld.

For example, the polynomial x* + | is irreducible over R but reducible over C.

~ Theorem 5.14 : An ideal (p(x)) = {0} of F[x] is maximal if and only if p(x) is
irreducible over F. :

Proof. : Suppose that (p(x)) = {0} is a maximal ideal of Fx]. Then (p(x)) = Flx].
Again if p(x) = a&F, then as (p(x)) is an ideal, alag(p(x)), i.e., | £ (p(x)). Hence for any
Sx) eFlx], 1Ax) e(p(x), which implies that FTx] = (p(x)). Since (p(x)) is a maximal ideal,
FTx] = (p(x)), hence p(x) # acF. We want to show that p(x) is irreducible over F

Let p(x) = flx) g(x) be a factorization of p(x) in FTx].

Since (p(x)) is a maximal ideal and hence is also a prime ideal,

fx) glx} Ap(x))
= flx) &p(x)} or, g(x) &p(x).

That is either f{x) or g(x) has p(x) as a factor, But then we connote have the degrees
of both f{x) and g(x) less then the degree of p(x). This shows that p(x) is irreducible over
F. '
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Conversely, suppose that p(x) is irreducible over F and suppose that N is an ideal of
~F1x] such that :

() < N < Flx]
Since F[x] is Euclidean domain and every ideal in a Euclidean domain is principal, it
follows that N = (g(x)) for some g(x) eFx].
Then (p)(x)) = N = p(x) &N |
= p(x) = glx) g(x) for some g(x) &F[x]

But by assumption, p(x) is irreducible over F, so either g(x) or g(x) is of degree zero,
i.e., either g(x) or g(x) is a non zero constant in F.

 If g(x) is a non zero constant in F, then g(x) is a unit in F{x], so (g(x)) = N = Fx].
Also, if g(x) is a non zero constant c&F, then g(x) = ¢ 'p(x) is in (p(x)) and so
N = (p(x)).
~ Hence, by definition, (p(x)) is a maximal ideal of Flx].

_ EXERCISES
1. Prove that x + 1 is irreducible over the ring of integers mod 7.

2. Prove that ideal (x* + 4) is not a prime ideal in the pobynomial ring Ofx] over the field
of rational numbers. '

3. Find the g:r_eafr.:st common divisor of the following polynomials over 0, the field of
rational numbers :

Wl

4. Show that the ideal = x—1) in the polynomial ring Z/(3) [x] over the field Z /-
(3) is a maximal ideal and therefore, a prime ideal. ' - '
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Unit : 6 O Extensiuﬁs of Fields, Splitting Fields

If a field F is isomorplic to a subfield of a field G, then G is called an extension of
the field F. Thus, extension of given field F corresponds to the monomorphisms from
F into largtr fields. The -:,{}mplex field € is an extension uf the real ficld R and R is
the extension of the rational field 0.

Let G and F be fields. A 1 - 1 homomorphism of the field F into a field G is
called an embedding of F into G. '

Henceforth, whenever there is an embedding of a field F into a ﬁeld G, we say
that G is an extension of F.

The complex field C consists of all complex numbers of the fm'm s s (:
= V1. % y € R).

Addition and multiplication in C are defined by the rules

(i) Gty =0 X))+ iy o)
(e + 0y O+ i) = (e — ppn) + i, + X))

The assignment x — x + 10 is clearly a monomorphism from R into C, which embeds
R in C as a subfield. We can also consider C as a two-dimensional vector space spanned
by the basis vectors 1 = 1 + i0 and i = O + i L. ' =

Thus the field C is generated by  and R. This fact is expressed by writing C =
R [i]. '

Over any field F, the polynomials of degree n or less form an (n + 1) dimensional
‘vector space over F with basis 1, x, %, .., ¥", The commutative ring F [x] of all
polynomials over F is an infinite dimensional vector space over F. If a field G has finite
dlmemsmn n, considered as a vector space over the subfield F, then G is said to be
an extension of F of degree n, and we write [G : F] = n

Hence, considering complex field C as an extension of degrcc 2 -of real field R,
we have [C : R] = 2.

In general, extensions of fields, which are generated in this way are called simmle
field extensions. That is, G is a simple extension of its subfield F, when, for some ¢
e G, G = {F, ¢} = Flc] is generated by F and c. ' -
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Definition 6.1 : Let & be an extension of F. An clement ¢ € G is said to be
algebraic over F if there exist elements ay, ay, ... g, (n 2 1) of F, not all equal to
zero, such that '

gy e ks Raal =0

In otherwords, an elements & & G is algebraic over F if there exists a nonconstant
polynomical p(x) e Flx] such that p(a) = 0.

Theorem 6.1 : If the field G is an extension of the ficld F of finite degree n,
then every ¢ G is a root of a polynomial of degree at most # with coefficients in £

Proof : Let & be any extension of finite degree #n = [G : F] and consider the
(n + 1) elements 1, ¢, ¢* ... ¢" in G. Since [G : F] = n, these elements ¢ must be
linearly dependent over F'; that is, there must exist ay, @, ... @, € F, not all zero,
such that :
ay + age t ..oac =0

This shows that ¢ is root of a polynomial of degree at most n with coefficients
in F,

Theorem 6.2 & If G is a simple extension G = F [¢] of F of finite degree s, then

me)=c"+a, ™! + ...+ a,=0,all a, e F for some monic polynomial
(a monic polynomial is a polynomial with leading coefficient 1) m(x) of degree n =
[G : F]

Proof : Let G be a simple extension of the field FF and let [G : F] = n. Then
G = Flc] is generated by F and some ¢ & G — F. Then by Th. 6.1, there exist ag,
ay, ... @, = F such that _

; B e R g S S e L e (1)

Let @, be the nonzero coefficient of the highest degree term in ¢ in equation (1).
Then multiplying equaion (1) by a,7! we get

migy=¢f FbL e & b= allb e P e 2)

Equation (2) shows that three exists a monic polynomical m(x) of degree s(= n)
such that m(c) = 0. !

The theorem will be proved if we can show that 5 = n.

Let us choos m(x) so as to minimize 5. Since G = F[c] is simple extension, every
element p & G can be written in the form

)
&
p= 2.axc
K=0
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of a polynomical in ¢ with coefficients g € F. Now, since m(c) = 0, we have

— ¢ = kel
EEEl s e e e e
=ibat Blaet ey bl

=g Al Pt dy i e F

This shows that every monomial ¢’ for ¢ = s can be expressed in terms of powers
of ¢ which are less than s. Thu.s every element p € G can be expressed as a linear
combination of 1, ¢, ..., ¢© ! Henge, considered as a vector space, G will be bpal.’med
b}_’],c,_,,,,c‘"‘ andsu[G Fl <5 ie.n 2 s

But we have noted above that § < n. Combining these results we get s = g,

Hence from equation (2) we see that

me)=c" + b, + .. +by=0,b; eF. :

- Theorem 6.3 : In Th. 6.2, the monic polynomical m(x) is irreducible and G = F° [x]/
(m(x)), i.e. G is isomerphic to the quotient ring of polynomial ring F[xj over the principal
ideal (m(x)) of all multiples of m(x).

Proof : First of all we shall show that m(x) is irreducible, Let m(x) = p(x)q(x), p(x),
q(x) e F [x]. Then since m(c) = 0, we have p(c)g(c) = 0. Since G is a field and hence,
is an integral domain, either p(c) = 0 or g(c) = 0. But m(x) has the minimum degree among
all polynomials p(x) in FTx] such, that p(c) = 0

Hence either deg p(x) = deg m(x),

or, deg q(x) = deg m(x). .

Hence m(x) cannot be factored into polynomials of lower degree than m(ﬁc} and 30,
by definition, m(x) is irreducible. Next, we shall establish the second part of the theorem.

Let us define the mapping w: p(x) — p(c) from F [x] to the set of all sums ia Wl
ay € F. The mapping y is clearly a homomorphism. For, if p(x), g(x) € F [xi‘ghen W
(p(x)) = ple), v (g(x)) = g(c).

Clearly flx) = p(x) + q(x) € F [x], and

gx) = p(x) g(x) & F[x]
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So, that  w (flx)) = fle), w(g(x)) = glc)

Hence  w {p(x) + q(x)} = p(e) + g(c) = w(p(x)) + w(g(x))

and Y@+ 40)) = 2) = pe) 9(0) = y (P() ¥ GR).

Since G = F [c], w is an epimorphism of F [x] on G. The kemel K,, of this
epimorphism is the ideal of all polynomicals p(x) with p(c) = 0. Since F [x] is a principal
idea! ring, the kernel K, consists of multiples of any polynomial p(x) of least degree witﬂ
ple) = 0. '

This means that K, consists of multiples of m(x), i.e. K, = (m(x)).

Since m(x) is m“edumblm S0 (m[x)} isa max.lrnal ideal of F [x]. Hence F {x] ! (mix))
is a field. :

Again we know that every humnmnrphlc image of a ring R is isomorphic to some
guotient ring of R, it follows that G, as the homomorphic image of F _[x], 18 isomorphic to
the quotient ring F [x]/(m(x)) of F [x]. X

Finite ficlds : By definition a finite field is a field having finite number of elements. The
purpose of this section is to determine the structure of all finite fields, We shall show that
for every prime p and positive integer n, there is exactly one finite field (upto isomorphism)
of order p". This field GF(p") is usually referred to as the Galois field of order p”.

Theorem 6.4 : Let G be a finite extension of degree » over a finite field F. If F has
m elements, then G has m" elements. ;

Proof : Let {x1, %3 ... x,} be a basis for G as a vector space over F. Then every
¢ € G can be urﬂquely'detémﬁmd in the form

: c=axy tagxyt .. tax, a ekl
~ Since each a; may be any of the m elements of F the total number of such distinct
linear combinations of the x sism® ]

-Definition 6.2 : Prime field : A field is called prime if it has no proper subfield.

Clearly every field F contains a prime field—namely, the intersection of the family of
its subfields, called the prime field of F.

Theorem 6.5 : If R is a ring with unity 1, then the mapping ¢: Z — R given by

o(n) = n.1 for n e Z is a Homomorphism of Z into R, ]
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Prnﬁf : It is obvions that for m, n e Z
. ¢(m+n)——-{m+n}.l=mll+nl
| = p(m) + d(r)
and @{m n) = {mn] 1= (m.l) (n1)
= @(m) + ¢(n)
Hence @ is a homomorphism.
Cut;ullarf : IfR is a ring with unity and characteristic n > 1, then R contains a subring
isomorphic to Z,. _ ]
If R has characteristic 0, then R contains a subring isomorphic to Z.

- Proof : By Th, 6.5 the mapping /: Z — R given by o(m) = m1lfor m e Z is a
humnmnrphlsm. The kemel of ¢ must be an ideal of Z. Ali ideals of Z are of the ﬁ:-rm 1Z
for some ¢ e Z. _ :

Now, if R has characteristic #» > 0, then kemel of ¢ is Ko=nZ. :

Then from the fundamental theorem of homomorphism for ring, the image @#Z) (cR)
is isomorphic to Z/nZ =~ Z,,.

If the characteristic of R is zero, then m.1 = 0 for all m # 0, so Kﬁfﬂ {{I'} Thus, the
image @(Z) (< R) is isomorphic to Z. '

Theorem 6.6 : A field F is either of prime characteristic p and contains a subfield
isomorphic to Z, or of characteristic zero and contains a subfield isomorphic to Q.

fml' : If the characteristic of F is not zero, the.n F contains a subfield isomorphic to
Zy. Then n must be a prime p or F would have zero divisors. If F'is of characteristic zero
then F must contain a subring isumurphié to Z. In this case F must contain a field of
qudtiénts of this subiing and this field of quotients must be isomorphic to Q.

Thus every field contains a subfield isomorphic to Z, for some prime p or a subfield
isomorphic to 0.

 The fields Z, and @ are prime felds.

Theorem 6.7 : Every element x of G = GF(p") satisﬁeﬁ the polynomial equation
x¥ = x, where g = p".
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Proof : The set G* of nonzero elements of G forms a multiplicative group of order
p" - 1 under the field multiplication. - '
. For x e G* the order ufx-in this group divides the order p" — 1 of G*, by Lagranges
Theorem. Thus, for every x & G* we have | ' :
|
Multiplying thmugﬁ by x, we have
- xF =1z, c'&r;.x‘?=x
 also for x = 0, x7 = x is trivially true.
Hence the result. _
Corollary : For any x; € G, (x — x)) | {x‘? — x) in the puimuﬁaial ring Glx].
Proof : We first establish the following proposition. Given a & R, 2 commutative ring,
(¢ - a) | p(e) in R[x] if and only if F(a) =0 in R, where 7 is the polynomial function
P :R—>Rsuchthatfory e R ' '
PO eR
If (x - a) | p(x) € R[x], then p(x) = (x — 4) g(x) for some g(x) & R[x]
and thus B (a)=(a—a) §(u) =0 e R.
: Conversely for any p(x)

) - Bla) = 3 pyx® = 3 pya® = 3 pycX ~a¥)
K=l K=0 K=
— ipg[(x —a)(xF + 2" a 4 b ax'l}]
K=0

| =(G-a) g, 4t Rl
- This shows that (x — a)|{p(x) — p(a)} for any a € R.
Consequently, if B(a) = 0, then (x—a) | p(x)
Let us now prove the statement in the corollary. Here p(x) = 27 — x and since .;ci &
G satisfies ¥7 = x, we have, P(x,) = x! —x = 0 in G and hence (x - x) | (** %)
Theorem 6.8 : In G = GF(g), g =p", M —~x = [1G-x) |
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Proof : If x; # x;, then (x x),, — x) = 1, hence x — x; and x — x; are relatively
prime.
Since (x — x;) | (x7 — x) and (x — x;)’s are relatively prime, it follows that

[H(x —x:}}(x" = X)
xpeld

Since the divisor [1(x — x;) has the same degree ¢ as that of x7 — x and since both
the po'ynomials are monic, the two must be equal and so

x!—x= H(x_x:}

Theorem 6.9 : In any finite field G‘F(p"), the mult:phmtwe group G* of all nonzero
elements is cyclic. :

Proof : Clearly, the multiplicative group G* is abelian of order g — 1. Suppose that
the group G* is not cyclic. Then it follows that there would be some proper divisor # of
g — 1 such that x;/’ = 1 for all x; « G*. The argument used to prove that

[1(x=x)|(x* —x) could then be applied to prove that

Xy
[TCGe= )" —x), r<g-1
x et

But this is impossible, since a pob_mmmal of degree (g — 1) cannot divide a pnljrnormal
of degree » < g — 1. hence G* is cyclic.

Roots of a polynomial

Definition 6.3 : Let F be any field and let p(x) be any pul:-,fnunual in Flx]. We say
tht an element a lying in some extension field of F is a root of p(x) if p(a) = 0.

Theorem 6.10 : Let p(x) be a polynomial in Fx] of degree n = 1 and p(x) be
irreducible over F. Then there exists an extension G of F such that [G ; F] = n, in which

- p(x) has a root.

Proof : Consider the ideal V= (p(x)) of F]x]. Since p(x) is irreducible over F, V' is
a maximal ideal and hence G = F[x)/V is a field. We shall show that G satisfies the
conclusion of the theorem,

Consider the mapping  from Fx] to FIx)/V = G definad by p{f(x)) = fix) + V.
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It can be checked that y is & homomorphism. Let 7* be the image of Fin G i.e. F*
= {a+ V| @ e F}. Then the restriction of y to F induces isomorphism of F onto F*.
Using this isomorphism we can consider G to be an extension of F. Also, the elements 1
+V,x+V,x*+V, ..xX" ! + Vform a basis of G and so G is an extension of F of
dégrea n = deg p(a)

Now, fix) e Flx] and flx) = ag + ayx + ... + @ X"

 then since y is a homomorphism,

w(flx)) = wlag) + pa)px) + ... + yla)ux")
=F+a)+(F+a)(F+rx)+.. +t(Ft+a)(V+i"
Since (¥ + x)' =V + &, we have
W) = (7 +ag) + (P + ap) (F+0) + .+ (V+ @) (P + 2
Since the element @; e F corresponds to the element a; + V e G, it follows that
w(f(x)) = AV + x) L (D
Now; p(x) e V, so that y{p(x)) =0 e (2)
but since p(x) e Flx], we have, by (1) -
wp(x)) = p(V + x)
From (1) and (2) it follows that
pV+x) =0.
‘This shows that the element ¥+ x « G is a root of; p(x). Hence the theorem is proved.
Corollary : If f{x) e Flx] then there is a finite extension G of F in which fix) has
a root. Moreover, [G : F] < deg flx)
Proof : Let p(x) be an irmeducible factor of f{x); any root of p(x) is a root of flx).
So the deg p(x) < deg fx).
By theorem 6.10, there is an extension G of F with [G : F] = deg p(x) such that p(x)
‘has a root in G. It follows that there is an extension G of F with degree [G : F] = deg
ﬂx) such that f{x) has a root in G. - | _
Theorem 6.11 : If G, is a finite extension field of a field F and Gg is a finite extension
of Gy, then G, is a finite extension of F and -

[Gy: F]1 =[G, : Gi] [Gy : F]
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Proof : Let {a; | i =1, 2, ... n] be a basis for G, as a vector space over F and let
{G:1j=1 2, .. m} be a basis for G, as a vector space over.G). .
Let y be any element of G,. Since the § form a basis for G, over G,, we have

m
J;
~ Since o; form a basis for Gy over F, we have
b = _I%a}-ai-, a; € F

I

JF=1ki=l

Then y= i(i%“‘j)#} = Eaﬂtajﬂj)

So the mn vectors o;f; span G, over F. We shall show that the mn vectors ogf3; are -
linearly independent over F.. =l

Let us assume that 37 Cy(e,4,)=0,C, €F.

ﬁm_ : ﬁ[icua!)ﬁj =0

J=1\i=1

1]
and (Z C‘}-a;] 1= GE
i=l ;

Since the vectors 3, are linearly independent, we have

. i
ZC&H‘! =Ufm‘j=],2.+.m.

i=1
But now, & are lincarly independent over F, so 3.Cyer; = 0=>C; = 0 for all  and j.
=1 _

Thus, the mn vectors of; are ]j:nea:;lj,r im:le;mndem and they span _Gg over F. Hence
they form a basis for G, over .

Hence it follows that [G,.: F] = mn = [G, ] [G, : Fl.

Theorem 6.12 : Let fix) & Fx] be of degree n = 1. Then there is an extension G
of F of daén:a at most n ! in which f{x) has » roots.
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Proof : We note here that in the statement of the theorem, a root of multiplicity m is °
counted as m roots,

By the corollary to Th, 6.10, there is an extension Gy of F with [Gy : F] £ » in which
flx) has a root a Thus, in Gylx], fix) = (x —a) g(x), where glx) is of degree (n — 1),

Using induction, there is an extension G of Gy of degree at most (n — 1)! in which
g(x) has (n — 1) roots. Since any root of f{x) is either a or a root of g(x) we obtain, in
G all n roots of flx).

Now, [G: F1=[G: Gl [Gy: Fls(n—-Dn=n!

Definition 6.4 : If f{x) & Flx], a finite extension G of F is said to bea splitting ﬂcld
over F for Flx] if over G (i.e. in G[x]), but not over any proper subfield of G, f{x) can
be factored as a product of linear factors.

Th. 6.11 guarantees the existence of splitting fields.

Alternatively, we may say that G is a splitting field of j(x) over F if G is a minimal
extension of F in which F(x) has'n roots, where n = deg flx).

Example 6.1 : If O denotes the field of rational numbers, determine the degree of the
splitting field of the polynunna.lx — 2 over 0.

Let flx)=x* - 2 & O[]

The roots of f{x) are 2'3, a2'3, a?2'7, w= (-1 + +/3i)2. Here 2'" is the only.
real root of fx). Evidenﬂy f(x) is irreducible over the field g of reational numbers,

ﬁlsb deg fix) = '

It follows that the extension field 0(2'2) of Q is such that

[0e!?) : 01

Suppose that Gisa sphttmg field of flx) over @, Now the field O(2"%) cannot split
(%), since, as a subfield of real field it cannot contain the complex number ai2'?. Hence
0(2'?) must be a proper subfield of G. Therefore,

[G-Ql>[Qtz””-‘)-QJ=3
Also, [G:Q]=3!=
Again, {G:0}=IG: Qm”ﬁ] [y : g

This shows that [Q(2Y%): Q] jis a divisor of [G : Q]. All these can hold if [G : O]
= 61 g
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Unit: 10 Vector Spaces

Introduction : In the study of mathematics we encounter many cxa.mples of mathematical
objects that can be added to each other and multiplied by real numbers. First of all, the
real numbers themselves are such objects. Other examples are real valued functions, the

_complex numbers, infinite series, vectors in n-dimensional spaces, and vector valued
functions. Here we introduce a general mathematical concept, called a vector space,
which includes all these examples and many others as special cases.

We have already studied algebraic structures like groups and rings ; the former has
its motivation in the set of one-to-one mappings of a set onto itself, the latter, in the set
of integers. The present algebraic structure which we are about to consider—vector
space—can, in large part trace its origins to topics in grometry and physics.

A vector space differs from the structures of groups and rings due to the fact that
one ofthe product defined on it uses elements outside ofthe set itself.

The importance of vector spaces lies on the fact that so many models arising in the
solutions of specific problems turn out to be vector spaces, For this reason, the basic
concepts introduced in them have a certain universality. The fundamental motions like
linear dependence, basis and dimension which will be discussed here are potent and
effetive tools in all branches of mathematics.

Briefly, a vector space is a set of elements ofany kind on which certain operations
can be performed. In defining a vector space, we do not specify the nature of the
elements, nor do we tell how the operations are to be performed on them. Instead, we
require that the operations have certain properties that we take as axioms for a vector

space.
The precise definifion of a vector spac:c is given below :

Definition 1.1 : A nonempty set ¥ is said to be a vector space over a field F'if
Vis an abelian group under an operation which we denote by +, and if for everya €
F, oo € V there is an element, written a o, in V' subject to

l,a{q+ﬁ}=aa.+aﬁ
2(@a+byoa=aa+ba
3. a(ba) = (ab)or
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4. la=a

foralla, b, € F and o, € V. Here | repersents the unit element of F under
multiplication. :

We shall call elements . B, ...of the vector space ¥ as vectors and the elements
of the field F as scalars. .

MNote that hﬁxinns 1 above, the operation ‘+’ is that of ¥, whereas on the left hand
side of Axiom 2, the '+’ is that of field F and on the right hand side, it is of V.

EXAMPLES

Fx. 1. Let Fbe a field and ¥ be the totality of ordered n-tuples (a,a,. ..a ) where :
tha a, € F for i = 1, -, n, Two elements (2, a,, ...a) and (b,, b,, ...b ) of V are
“declared to be equal if and only ifa = b, foreachi=1, 2, ... n, We define operation
in ¥ such that
) (@, a, ...a)+ (b, b, ..bYy=(a, +b,a,+b,..a,+b)
(ii) ¢ (a,, @,, ...a) = (ca, ca, ..ca)c€ F
1t is easy to verity that with these operations, V'is a vector space over F

Ex. 2. Let F be any field and let ¥ = Ffx/, be the set of polynomials in x over
F. In ¥, two polynomials can be added and a polynomial can always be multiplied by
an element of F. With these natural operations, V' = F [x] is a Vector space over F.

Ex. 3. Let ¥be the set of all real-valued functions defined on the interval [a, b/
=ixlasx<b) -

3 For two functions fand g € V, we define f= g if and only if f{x) = g(x), V x €
[a.b] : :
Addition in ¥ is defined by
(f + g) (x) = fix) = g(x)
and scalar multiplication, by
{cﬂ (x) = e(f(x)), ¢ € R, the set of real numbers

The zero vector in ¥ is the function 0 whose value is 0 for every x and the additive
inverse of fis the function - which satisfies

) =) =-(x))
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It is easy to verify any of the remaining axioms of the vecter space for the set I/,
For example, to show that addition in Vis associative, we calculate

((F+g)+h) ) =+ +h @)
4 e = [fx) + g()] + hx)
and (f + (g + k) (x) = ) + (g + k) (x)
= fix) + [g (x) + h (x)]
and then observe that the last two expressions are equal by associativity in R.
This f+(@E@+M=(+g)+h '

Note ; Ifthe field F'is the field of real numbers, the vector space ¥ will be called

areal vector space. Similarly, a complex vector space is defined analogously by using
the field of complex numbers for F. : \

Ex. 4. Let Vbe the set of all real valued functions defined on /a, b/ and having
derivatives of all orders on [a, b/ . We may verify that V is a vector space over R under
usual operations. It is the space of infinitely differentiable functions on [a, bJ.

Note : We observe that for a vertor space ¥ defined over a field F there is the
zero element ofthe field F as well as the zero element ofthe abelian group V. To aviod

confusion, we shall denote by 0, the 0 the zero element ofthe field F and by 8, the zero
element of the vector space V.

* Theorem 1.1: In a vector space Vover a field F the following results hold.
LOw=0foralloae ¥
2.c80=0forallce F
J-lo=-a,ae V
deao=8=¢c=0ora=0.
 Proof: 1.InF,wehave 0 + 0 =10
' ~ For any oo € V, we have
(0 +0) & = O . _
Or, 0o + 0ot = Do by axiom 2 of vector space
Or, o + 0o = 0o + 6
= 0o, = 0, by left cancellation rule in the abelian group.
2. We have, in ¥, 8 + 8 =0
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For any ¢ € F,
c(© +lél} =0
By axiom 1 of vector space, ¢ 8 + ¢ 0=c0
Or, cB+cb= eB+ 0
So by left concellation rule in ¥, c 8= 0.
' 3. Wehavein F, 0=1+(-1)
Foranyo.e V,0o=(1+(1)) a.
= go=la+(-1)a
Now 0o = 0 and 1o =a, 50

o=at+(-1}a
or, ~at+t@=ot+tat+(-1)o
= —a%(—lja

4. Letcao=0,and suppo.se that ¢ # 0. Then 'cl exists in F,
Hence 3} (c0)= .8
By result 1 of Theorem 1.1

= _{E‘ c) =8, by axiom 3 of vector space

s 1= 0
= 0=6, by axiom 4 of vector space
Again, if ¢ = 0, then c ot =0 forany o € V
Therefore, ¢ o. = 0 implies either ¢ = 0 or & =0,

Deﬁniﬁuni.l :IfBisa vector space over a field F and W C V, then Wis a
subspace of V'if under the operations of V, W itself a forms vector space over F.
1t is clear that {0} and V" are both subspaces of V. These are trivial subspaces. Any

subspace of a vector space V/ other than {8} and ¥ itselfis called a proper subspace
- of V. : :

Theorem 1.2 : A non- empty subset ¥ of a vector space Vover a ficld Fis a
subspace of Vif and only if

(oe W,pe W=2a+pPe W
(Woe W, ce F=caecW,
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Proof : Let us suppose that the conditions (i) and (ii) hold in W, Let o, B & W,
Since Fis a field, 1 € Fandso -1 € F.

E},r condition (u}, wehave (-1)pe W
~-Ppe W
Hence by cund:tmn (i, a+(-pew
or, .—pBe W  whenever a, e W

This shows that (W, +) is a subgroup of the additive group (¥. +). But since Vis
abelian, ¥ is abelian. Hence using condition (ii) and the heredity property, we can
conclude that J¥ is a vector space over the field F. Hence W is a subspace of ¥ over
F. Thus the sufficiency of the conditions is established.

The necessity of the conditions (i) and (ii) follows ﬁ'ﬂm tha definition of a vector
space.

Note : The above theorem may be stated in the alternative form giving only one
condition as follows :

A nonempty set W of a vector space V over a field Fis a subspace of Vif and
onlyifac+bBe Wioralla, Be Wandalla, be F.
EXAMPLES
Ex. 1. Let § be the subset fo R? defined by

S={(xy2elR |ly=z2=0) Thr:n S is anom:mptysuhsat of R?,
since (@, 0, 0) € §.

Letoo=(a 0, andB=(b 0, 0) e S, wherca, be R
Theno+f=(a 0,0)+ (b, 0 0)=(a+bh 0 0)c S
Thus, oaeSBeS=>a+Pes
Letce R, thencot=c(ag, 0, 0)=(ca, 0,0) e §
Hence, by definition, § is a subspace of R*.
Ex.2.Let F=Rand W Vsuchthat W= {(a, b,c)e Q:a, b, ¢} i.e.Wconsists
of those vectors whose components are rational numbers.
- Clearly, a=(4,2,3) e W,and 2 € R.

But V2 o= +2(4,2,3)=(42,2V2,32) g W

Hence the condition (ii) for being a subspace is violated. So W as defined above
is not a subspace of V.
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Ex. 3. Let ¥'be the vector space of all functions from the real field R into R, and

let :
W= {f: fl-x)=—f(x), x € R}, i.e. W consists of the odd real valued functions .
defined over R. '
The function fwhich assigns 0 to every x € R, is the zero function, denoted by O.
Thus O (x) =0 Wk € R '
Then clearly, O(=x) = 0 =-0=-0(x)
This implies that the zero function O € W,
Suppose g(x) and A(x) € W, then g[—x} = —g(x), h(-x) = —h(x). Then for any
a, b € R, we have’
" (ab + bh) (-x) = a g(-x) + bh (=x) = —ag(x) ~bh(x)
= —(ag (x) + bh(x))
= —(ag + bh) (x)
Henceg, h, € W =ag +bh e W, a, beR .
So W is a subspace of ¥ over the field of real numbers R.
Theorem 1.3 : Intersection of two subspaces of a vector space ¥ over a field F
is a subspace of V" over F.
Proof : Let ¥, and W, be two subspaues of a vector space ¥ over a field F Let
W=WnW,
Suppose that o, B e W, Then a, Pe W and W,. But W, and W, are subspaces
of V. Hence,
_ Ca,pBe Wlandﬁfz
and for any c € F, ca.€ W, and W,
So, for , Pe W, wehave a+Pe Wrni,= H’andcmE W, W=,
ce F
Hence W is a subspace of V.
Note : The union of two subspaces of a vector space is not, in general, a subspace
of . ' :
Let W, and W, be the two subspaces of the vector space R* such that
W,={(x),€ R:|y=0},
and  W,={(x y)e Rlx=0}
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Let o= (1, 0) and B (0, 1).
IFC.II»;-,arl]..r, o€ W andB e W,
"Now,a+B=(1,0 +(0,1)=(1.1)
Buta+f=(l.1)g Wanda+Be W,
Hence o + B¢ W, W, although o€ W L W, and fe W U W,
This shows that W, v W, is not a subspace of V.

Definition 1.3 : Let V' be a vector space overafield F. Leta, o, ...« € Vand
;s Gy €, € F, then

co, e, ...t
is called a linear conbinationof 0., @, ...t

Definition 1.4 : Let 5S¢ V. The linear span of a subset § of the vector space ¥,
denoted by L(5), is the set of all linear combinations of the vectors in 5.

In otherwords, if § is a subset of ¥, then the linear span of § is the set
{e,o,+co,+...+eo | e,c,..c arescalars € F, n is any positive integer
and o, o, ...0, € §} - _
Theorem 1.4 : Let S'be a nonempty subset of a vector space V. Then the linear
span L(S) of 8 is a subspace of V" and it is the smallest subspace containing the set S.

Proof: Leta=ca +teo, +..+ca o€ S, ceF
: ] R A

apd P=dp +dp,+.+dp -ﬁje 5, ;{_E'F

' e e

. be any two elements of L(S),; To prmré the theorem we have to prove that o, + fi
€ L(S5) and for any ¢ € F, ¢ ot € L(5) [see Theorem 1.2] :

Wehave,a t B=co, +. +tco +dp +..+dp

Clearly, oo + f is a finite linear combination of the vectors o, o, .0, B, [32
B.e S, andso o+ B € L(S)

- Again, 0 = cc0n + ce, O, + .. +ee o

Il

gt ek o B s e e
o ..IT n r ]
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Since ¢/ = cc,e Ffori=1,2 .., it follows that ¢ o: € L(S) Hence L(S) is a
subspace of V. -

- To show that L(S) is the smallest subspace containhig 5, we consider any other
subspace W of V containing & and we shall show that L(S) c W

Let € € L(S). Then E=x 0, + x,00, + .. + x 0 for some x, (i=1.2 .. n) e F. -
Since Wisa suhspﬁce of ¥ containing o and x, € F, xo. = Wfori=1.2 .n
Since W is a subspace and x,o, € W, follows that
O hxm ot ichxo e W
o, EeW .
Thus Ee LS =>Ee W
Hence L(S)C W :
In other words, L(S) is the smallest subspace of Fcontaining 5.
- The subspace L(S) is called the subspace spanned or generated by S.

) ; EXAMPLES
Ex. L. Let 5= {(1,2,1),(1,1,-1), (4, 5, -2)}. Examine if the vector (2, -1,
—8) is in L(5). J
The vector (2, -1, —8) € L($), if there exist scalars ¢, ¢,, ¢,
such that (2, -1, ~8) = ¢ (1,2, 1) +¢,(1, 1,-1) + ¢, (4, 5,-2)

Le. if (2, -1, —S)_= (e, te b de; 2e Fo +ibo, 0, ~2e)

This will be true if ' i
g, e, Hde, =2
2k ekt ==l

e, e, = —B

£ a3 s 5

Solving we get ¢, = T3 6T e = 3

This shows that the vector (2, -1, —8) is a linear combination of the vectors (1,

2, 1) and ) (4, 5, -2) such that

14 5
(2) ""1? _8) = _? {1: 2? 1) + 5(4: 5: "'2)

Hence the vector (2, -1, -8) € L(5).
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. Ex. 2. Show that the yz plane W= { (0, ). )} in R is generated by (0, 1, 1) and
“(0,2,-1) - : .

To show this we have to find real numbers ¢, and ¢, such that, any vector o = (0,
¥,z) € Wcanbe expressed as a linear combination of (0, 1, 1) and (0, 2, —1), That
is, to find ¢, &, such that ;

(0, p,2)=¢,(0, 1, 1) + ¢, (0,2, -1)

This is true if '
' y=u +le,
and et e
: y+2z y—z
co= G
it e B s R

Thus for any given vector o = (0, y, z) ¢ can be expressed ans a linear combination
of vectors (0, 1, 1) and (0, 2, —1). Hence W is generated by (0, 1, 1) and (0, 2, -1).

Definition 1.5: Let Uand ¥ be subspaces ofa vectorspace V. The sum of Uand
W. written as U + W is defined as follows

U+ W ={ut+wl| ue U,;we W}

Theorem 1.5 : The sum U + W of the subspaces U7 and W of ¥ is a subspace
of V. ' : '

Proof : Since 0 € Uand 0 W, 0=0+0e U+ W,

Further, suppose that u# + we U+ W andw' +we U+ W with u,u' e U
and w, w' € W . '

Then (u + W) + (' + W) =(u +u)+(w+w)e U+ W
and for any scalar ¢, e(u + w) = cu + cw

Sincecue Uandcwe W, wehave e(u + w) e U+ W.
Hence U + W is a subspace of V.

Definition 1.6 : The vector space Vis said to be the direct sum of its subspaces
U and W, denoted by

V=U® W

‘if every v € ¥ can be written in one and only one way sa’v = y + w where
ye Uandwe W. :
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: EXAMPLES
| Ex. 1.If I (R) is a vector space over R and W, = {{a,"b, 0):a,beR}and
W,={(0,0,c): c € R} are two subspaces of F*(R), then
PR =W, ® W,
In the context of direct sum we state the following theorem,

Theorem 1.6 The vector space Vis the direct sum of its subspaces U and W if
and only if

DV=U+w
and (DU W= {0}
Proof :
Let us first assume that
_ V=U@ W,
Then by definition, every o € ¥ can be expressed uniquely as
oa=a +o,witho e U,a,e W.
Hence we must have
: ae U+ W
LetBe Un W.Asi'i’uE.U, B=p+0,say, where e U,0e W
AlsoBe W, sof=0+p, say, where 0 € U, B W.
Hence by the uniqueness theorem,
_ Un W= {0}
Conversely, let
DV =U+Wand (i) Un W= {8}

If possible, let any ot € ¥ be expressed in two ways, nemely, o= o, + o, and o
=B+ B, witha,B, e U a, e W
~ Thena, - B,=-(0o,-B)
belongs to both U and W. Consequntly Then o, — B, =~ (0, - B,) = 0, by
h_‘,l'pﬂthESI.S :
O = Py 0: = ﬁz

100



Thus every o € ¥ can be expressed uniquely as o.=o, + o, with & € U,
o, € W,

Consequently, V=U & W,
This completes the proof.

Linear dependence and linear independence of vectors

Definition 1.7 : For a vector space V defined over a field F, the n vectors o s Oy
.. o of Vare said to be linearly dependent if there exists a set of scalars ¢, ¢,...c_ of
F, not all zero (where zero is the additive identity of ), such that
co, teo+ .. tea =6
Definition 1.8 ; For a vector space ¥ defined over a field F, the n vectors o, o,
.. &, of V are said to be linearly independent if and only if

o0 F ot L e =6, i (F=L2 . 0)
implics thai Ga=ti= =-cn ={. i
EXAMPLES

Ex. 1. The condinate vectors o, = (1, 1, 0),0,= (3,2, 1)and o, = (2,1, 1) are
linearly dependent if there exists a set of scalars ¢, ¢,, ¢,, not all zero, such that
e, (1, L0 +¢,(3,2, 1) +e,(2,1,1)=(0, 0, 0);
This requires that ) :
e+ Bey+de =il
erdide ko =1
gt =0
The system of homogeneous linear equations has non zero solution as the rank of
the coefficient matrix is 2(<3), We may also directly solve to check thar¢, =1, ¢,=
-1, ¢,=1is a solution to the system. Hence

Do, +Ha, + ) a,=0
Thus vectors o, 0., O, are linearly dependent and any one of the vectors can be
written as a linear combination ofthe other two. For example, o, = o, - &,

Ex. 2. The coordinate vectors (3, 2, 1), (0, 1, 2) and (1, 0, 2) are linearly
indepenedent. . .
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Suppose that ¢, c,, ¢, are scalrs such that
e,3,2, 1)+ 0, 1,2) + ¢(1,0,2) = 8= (0,0, 0)

This requires that | i '

; 38; kg, = 0

20, F };.-2 =0

e ¥l + 2o, =1

It may be checked that the rank of the coefficient matrix is 3= number of variables,
Hence the only solution for the system of equations is ¢, = ¢, = ¢, = 0. (We can also
directly obtain this solution) -

" Hence, by definition, it follows that the given vectors are linealy independent.
Basis of a vectors space

We have learnt that a given set of vectors spans or generates a certain vector space
when every vector in the space can be expressed as a linear combination of the given
set, Obviously there can be more than one set that can span a certain vector space;
moreover the number of vectors in each generating set can vary.

Ex. 3. The set {(1, 0, (0, 1)} spans the vector space of all two dimensional real
coordinate vectors ; also, the set ((1,2), (2,1), (3, 3)} spans the same vector space.
Every vector in the space can be expresed as a linera combination of each of the given

sets, and therefore each set is a spanning set even though the sets are different in both

content and number-ofelements.

There is, however, a distinction between two kinds of spanning sets; that is, for a
given vector space, some spanning sets are linearly independent and some are linearly
dependent. Those spanning sets that are linearly independent are very important in the
study of linear algebra ; such a set is called a basis of the vector space.

Definifition 1.9 : A basis of a vector spacc is a set of vectors of the space that
(i) are linearly independent and (ii) span the vector space. ;
 EXAMPLES

Ex. 1. The set {(1, @, 0), (0, 1, 0), (0, 0, 1]__} is a basis for the vector space of
all coordinate vectors with three real components over the field ofreal numbers because
the set is linearly independent and the set spens the spece.
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Ex. 2, The set {(0, 1), (1, 0), (1, 1)} is not a basis of the vector space of two
dimensional real coordinate vectors over the field of real numbers, because the set is
not linearly independent. The set does, however, span the space.

0101, ok .
Ex. 3. The set l[é I]"[ 1 3}} is not a basis for the vector space of all 2 x 2 real

mafrices, because the set does not span the space. The set is, however, linearly indef-emm,

0] 00 ; .
The set {[E; ﬂ}[g ﬂ, [ i g}[g {;:I} is a basis of the above vector space.

Theorem L7If (B, B, -- B} is a basis of a vector space' V¥ over a field F. then
each vector in ¥ can be expressed uniquely as a linear combination of B, B,, .. B,.

Proof : Since {B,, B,, - ﬂﬂ.} spaﬁs the vector space ¥, any vector f& V can be
expressed as a linear combination of B, B,, .. B,. -
Let us suppose that
p=ap, +..+ap, and B=bp 4% el

where a’ s and b, s € F, are two such expressions of B. Theorem will be proved
if we can show that a, = b, i=1,2,..n j

We have B=a B, +af,+.+aB =0 +bp +.+5bp,

= (a-b) B, + (a,~b) Byt a=h) =9
Since B, B,, .. B, are linearly independent, it follows that a-b=0,a-b=0,.
a-b =1 - . :
sap=h, 1 mf
Hence the theorem is proved.

Theorem 1.8 (Replacement Theorem). If {a, o, .. ¢ } be a basis of a vector :
space ¥ over a field F and a nonzero vetor B of Vis expressed as p=c o +c,00, +
w*eco, e € F,thenif c # 0, {0, Oy .00, By o, .. 0} is a new basis of V. [The
is, P can replace o, in the basis]

Proof : p=co, +c0,+ .. +te o, T+ o, +.teo

e =P —e 0, — -6 0, = 6%, =~ 60, . (1)
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Since ¢ # 0, ¢;' exists in F
< Multiplying both sides of (1) by c}l we get

o e | Tl ] -1 ey .-—| ._ oy
L= B - €; ey =¢; o, — ¢ HD',H G Oyl — .. — c; o
=j|l':"]{:l:'f +P20: ‘p_;—l -1 pj‘l']aﬁi iz +-Pnan

where p. = —c:,' Co if 1 2]

& afi=j
We first prove that for,, O, 0 s B, 0L, .. @} is linearly independent.
Let us suppose that ;
do, +do, + .. + d 0+ dp + 4, +.+do =8
oy Hda + . +d o s H td (e, + o+ .+ GOty T oo, + € 0k, o
+cu]+dﬁ]uﬁl+ +rfm :
ﬂr,{d|+%cl)al+'{d+df]m+ +(d, +d-:‘:E) +dctx
+(d, +c{rcﬁ1) +{d+dc}a—ﬂ
Since {or,, 0, ..o } is linearly mdape::dent we have
' d+a‘x,—'ﬁ dtde=0,d +dc =0,de=0
dytde, =0,. a’ + d.}cﬂ‘ 0
Smcs cfc =0, but ¢ # L‘l we haw d, =0, hence it follows that di=qg =l ==
d, = dy= = d = '
_Th:s proves that, o, &, .00, B, Oy - O} 15 a linearly indcpenden_t set of
vectm_’s, )
We now prove that I, {o,, Oy oot |, B, Oy oe O} =

Let 8 be any arbitray vector in ¥, Since { G e, o } is a basic of ¥, there exit
ky, k, .. k € F such that
8 = ko, + ko, + ko
OB DkG A E o kot B o b +p,0,) +
K Oy . +kor, .

=50, s+, +'?f—1d)‘—i+‘TB+S+1dﬁ! t.tso
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where e k,pf, CL#E],
kg, i=1
B {o,, o, .o B, Dy . 00
Velio,o,a B, Oy vos O} ik 2)
But L {e 0 o, ., B, Oy O tbeing the smallest subspace containing the gat
{o, o, @, . B, TR
' Lio,a 0,8, LR+ N Tl ¢ e (3)
- Combining (2) and 3), _
V=L {a,, @, o, B, Oy oo O}
Hence {a, o, o,
Dimension of a vector space

i# B,'D:m, -+ O }Hs a basis of I,

If a vector space ¥ over a field F has a basis consisting of a finite number of
elements, then the Space is said to be finjte dimensional ; the number of elements jn
a basis is called the dimension of the Space and js jg written as dim ¥, If dim V= 5,
Vissaidto be n-dimensional. If V' js not finjte d_imelmuna], itis called infinjte dimensional,
The null vector space has no basis. It is alse said to be of dimension Zero,

Theorem 1.9 : If {o,, @, ... } be a basis of a finite dimensiona] vector space
V over a field F. then any set of lineraly independent vectors of ¥ contains at most 5

Proof ; Let {B, B, B ) be a linearly independent set of vectors in V. None
of B is a zero vector. Since {or,, O, ..o } is a basis of ¥ and B, is a nonzereo vector
ny,
iB! e l:"lll'-:t:l L ;::2&2 T+ Cna.u

where ¢ c,, .. . are scalars in £, not all of which are zero. Let ¢ # 0, then by
the Replacement Theorem 1°g, {a, o, .. 0, B, Cisp -« 00 Lis a basis of 1,

Since B, is a non-zero vector of Vand {a,, Uy = O B @, .. o Yis & basis
of V,

B=do +.+d o + df, +d o +. + do

=177

where d’s are scalars, not all zero.
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It is clear that at least one ofd,dy . d g o d_is nonzero. For, if is not true,
then B, = dp, which shows that B, and P, are linearly dependent, which is a contradiction
to the initial assumption that B, B, .- B, are linearly independent. ' ;

Let d#0,j#i
Then, by the Replacement Theorem 1.5,

o, oy - O Py Oy - Oy By Ol o, }is a new basis of V.

Proceeding in this way we observe that at each step one o is replaced by one 3,
and a new set of basis of V is obtained.

The following possiblities occur : _

(a) B, B, B., all came to the new basis containing o’s. In this case we have
m< . '
(b-} BB, .-B, exhaust all o’s and form a new basis. In this case m = n.
The case m = n is not possible. For, it m > 1. then B, B, B, will replace o, O,
.. 0,_and forma new basis.- -
" Then the remaining B’s viz B oo B B webe linear combination of B, B., .- B
- which means that. {B,, B, .. B, isa linearly dependent set of vectors, & contradition.

Hence mes R

Theorem 1.10 : Any two bases of a finite dimensional vector space ¥ have the
game number of vectors. . *

Proof : Let {0, 0, -- .} and {B,, B, B,} be (he two bases of a finite dimensional
vector space V. :

Since {0, @, -0} is a basis ifV and {B,, B, B,} is a linearly independent set |

of vector, we have, by Theorem 1.9, m £ n ek 1)

Again {B,, B, B,} is a basis of V and {0, 0., ...} ig alinearly independent
set of vector, We have, n £m ; I . i '

Combining (1) and (2), # = m, and the theorem is proved.

Theorem 1.11 ¢ (ExtansiﬂnTheﬁrem)
A linearly independent set of vectors in a finite dimensional vector space V over
4 field F is either a basis of ¥, or can be extended to a basis of V.
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Proof:LetS={o, o, ...00 .1 be a linearly mdepcndent set of vectors in V. L(S)
being the smallest suhspace contammg S, hence

LSV
. IfL(8) = ¥, then § is a basis of ¥ and there is nothmg to prove.

50 we suppoes that L(S) c V.,

Let Be V- L(S)

We shall prove that the set of vector 10,0 .0, B} is linearly independent.

Let us suppose that €5 €y 5. €, b€ Fsuch that

oo tea, . te o + b= 0 < (1)

It follows that b= 0. Forifb# 0, then b exsits in F, and multiplying etin(lj by

b! » We obtain. ' - :
=-blc,a, -bleo, .. b g o

This shows that Bis a ]Jnear cﬂmbmatmn ofoy, o, ..o and hence B & L(S), which

is not true, as Be V- L(S).

Hence b =0
Thenfmni(l],c e+ +e o =0
But o, o, e am Imearl}' independent vectnrs henca 6 F6=us¢ =0,

This shows that the set S {o, o, o, B} isa linearly mdependent set.

Now, if L(S ) =V, then S, is a basis of ¥, If L(S,) # ¥, then we suppose that YE
V- L(S). Then pmccedmg Exacf.]}r n the same way as above, we construct a set

={a, @, ..o, pB, v} of linearly independent vectors,
We Ehﬂi‘.!k 1f L(S) =V, then S,isa basis of V; if not, we proced as above. And

aftera f' nite number of steps we can find a basis of F containing §.
, EXAMPLES
Ex. 1. Prove that the set § = {(1,0,1), (0,1, D), (1, 1, 0)} is a basis of R,
Let o, = (1, 0, 1), @, = (0, 1, 1), o, = (1,1, 0)
We have to show that Oy, Oy, 0O, are linearly independent and that L(5) = R*.

To show that ., O, o, are linearly mdepi:ndcnt we suppusa that there e:ust e
¢,, ¢, € Fsuch that

G0 too,t oo =0
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= ¢ (L0, 1)+c, (0,1, 1D)+e,(1,1,0=(00,0
= ¢ te,=0, c,+¢,=0, c,+¢,=0,
= g e = =0,
Hence 0., O, ., are linearly independent.
To show that L(S) = R?, we suppose that E = (a, b, c) be any vector in R*,
£ will belong to L(8) if we can find r, r,, r, € F such that
g =r0, + 1,0, o,
This requires, (a,b, ¢} =r, (1,0, 1)+, (0, 1, ) + 1, (1, 1, 0)

=5 : a=nth
b=r,tr (1)
-e=nth
The system of equations (1) will have unique solution if the eoefficient determinant
is non zero. '

Now the

| e 1 T |
Coeff. determinant = 0 1 L - 229
- A S 1]

nce we can find v,, ¥,, ¥, from (1) such that
E=v,04 F 1,0 + V%,
Hence £ € L(5).
Since L(S) is the smallest subspace of R containing 5. We have L(S) = R’ containing
S, we have L(S) = R®
Hence the given set forms ahasm of R’
Ex. 2. Find a basis and the dimension of the subspace W of R* where
W={(x,y,2) € R/x+y+z=0}
Let & = (a, b, c) be an arbitrary vector of W.
Then fmm the structure of W, we havea+b+c=10
“ary c=-a-b
‘Hence £ = (a, b, —a, —b) = a(l, 0, -1)+b({} I,=13
Letce=1(1,0,-1)and B = (0, 1, -
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Then & is a linear combination of vectors o and B

~. & € L{a, B} |
We shall show that o and f are linearly independent. Let us suppose that scalars
¢, C,, eXists in F such that

=3
. c0+ch=8
= (1,0,-1) +¢,(0, 1,-1) =8 = (0, 0, 0)
= gl e =0, -, ~¢, =0
Seg=00 =0
Hence @, P are linearly independent
w {@, B} is a basis of W and dim ' =2,
Theorem 1.12 : Let Uand W be two subspaces of a finite dimensional vector
space V over a field F. Then dim (U + W) = dim U + dim W - dim Unw

Proof : Since U, W are subspaces of a finite dimensional vector space V, dim U,
dim W, dim, (U + W), dim (U n W) are each finite.

- Let § = {ar, o, .00} be a basis for U n W and let S be supplemented by
additional vectors B, B, .. B, to make up a basis for U and similarly let S be supplemented
by additional vectors Yis ¥s ¥, to make up a basis for W,

We want to prove that

S ={o, 0,0, P, Ry Y,} is a basis for U + W,

Clearly, L(S) c U+ W ' .

Let £ € U+ W, then E=u+w whereue Uaidwe W

Since u € U, and {o,, o, .. o, B, B,. B} is a basis of U. we have,
ue L {a, o, a, ﬁ., B,B.} |

and similarly, w € L {o, o, o, v, iR

Henge U+Wc L(S)

Thus, - LS)=U+w

To show that, {a, o, .0, B, Bz..ﬁ_, Y5 ¥y ¥} 1S a basos of U + W we have
to establish linear independence of the set of vectors 8.
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Suppose that for some scalars a,, a, .. 8, b,b,..b,c,c,..¢€F

e i
E-:I'ID:] = azul ot 3:05', + l:'Iﬁl Fosk bﬁn + cllfl A Bl"fle B (1}
Then a0, + 2,0, + .. T a0, + b, +..+bfp
== .(G1¥1 .t c;fq} ! (li)

The left hand vector in (ii) belongs to U, right hand vector belongs to W, but as
these are equal, if follows that —(cy, + .. + cy,) belongs to UnW.

But {o,, o, .. 0.} isa basis of U m W, hence there exist scalarsd, d,..d € F
such that )

(e, + oy + o+ oy,) = 40, + da, + .+ 4o,

or, do, +do, + S doteoy tey,t.+ cy,) =0
But {0, 0. O, Y Y, oY Hs @ basis for W,
hence dl':_dl'—'uﬁdr=c'l——' cz=,,=ct=ﬁ

Hence from (ii) we have

a0, + a0+ . Fag b, . bpB,) =0
But {ct,, 0. &, B,, B,..B,}is a basis of U.
50, TSN T W s .b3='..=b;=ﬂ -

Since all the scalars a’s, bs, o’s are zero in (i), it follows that {a,, c, o, BB,
B Vi Yoo Y} 18 AR independent set of vectors and hence, is a basis for U + W.

dim(U-i-W'}=r+s+t-——(r+s‘,l+{r+t}—r
=di_mU+dimW—dim{UﬁW)
Ex. 3. Suppose U and W are the xy plane and yz plane respectively, in R

U= {(a, b, 0)}, W = {(0, b, ©)}
Since RI=U+W. dim (U + W) =3
Also dim U =2 and dim W = 2
We have

_ dimﬂJ+W]=dimu+;limw—dim(UﬁW}
= 3=2+2-dim (U n W)
dim(Un W)=1
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Ex.d.Let {(1,1,1,1),(1, 2, 1,2} bea linearly independent subset of a vector
- space V, of dimension 4 over a field F. Extend it to a basis for V. -

LetS=(1,1,1,1), (1,2, 1, 2)}

Then L(S) = fc, (1,1, 1, ) + e, 2.1, 3) fe,, ¢, € F}

= {lo -+ €, ¢ +t2c,¢c +c, ¢, + 2¢,)c, ¢, € F}

We observe that is L(8), the first and the 3rd coodinates are equal. It follows that
the vector (0, 3, 2, 3) is not in L(8) :

Thus we have an enlarged indeperident set

S =11, 1,1,1),(1,2,1,2), (0, 3, 2, 3)}

L) =1{d, (1, 1,1, D+ 4,1,2, 1, 2) + 4,0, 3, 2, 3) \d, d,, d,e F)

={d, +d, d, +2d,4 3d,,d, +d, +2d,, d, +2d, + 3d/d, d, d.e F)

If follows from the structure of L(S,) that the vector (2, 6, 4, 5)is not in L(8).

Hence the vectors (1, 1, L 1), (L2 1,2),(0,3,23), 2 6, 4, 5) are linearly
independent and since V, is of dimension 4, they form a basis of L :

EXERCISES _
1. Check whether the following set of vectors is linearly dependent or linearly

independent
{(1,0,1), (1,1, 0, (1, -1, 1), (1, 2, -3)}
2, Let V=R’ Show that W is a subspace of V, where :
(D W={(a,b,0);8,be R} '
(i) W= {(a,b,c);a+b+c=0}
3. Let V=R Show that W iz not a subspace of V. where :
A1) W = {(a, b, c) :a =0}
(i) W= {(a,b,c): a®+ b2+ g2 < 1}

4. Write the matrix E = -(1 __1] as a linear combination of the matrices

' 11 0 o 0 2
ﬂr-lﬂ,B: I | andC=ﬁ_1.

3. If{o,, o, 0,} be a basias of real vector space’Vand B = o, + o, B, = 2a,
+ 30, + 4o, B, = @, + 20, + 3a,, prove that {B,, B,B,}is also a
basis of V.
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6.

7.

9,

Find a basis for the vector space R’ that contains the vectors (1, 2, 1) and
(3,6, 2) ' '

Find the dimension of the subspace 8 of R defined by
HS={xynxeR:2x+ty-z=0}

x+2y=2z }

(]l} S g {(x, Y. Z] =] LT 2x+3z=}.

Prove the set {(1, 1, 1), (1,1, 1), (0, 1, 1)} is a basis for R’

Given § as a finite subsef of a vector space V, prove that if S is linearly
independent and every proper superset of § in V is linearly dependent then

" & is a basis for V.

B
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Unit : 2 O Inner Product Spaces

A Vector space involves a set of vectors and an associated field. If we restrict this
field to be either the field of complex numbers or the field of real numbers, and if we
define a certain mapping known as the inner product function with respect to the
given vector space then we create still another important algebraic system known as an
inner product space. Such a special vector space is very useful because within this
structue we can define abstractly such common concepts as ‘length’, ‘distance’ and

¥

angle’,

One example ofan inner product is the scalar or dot product of vectors in R, The
scalar product of the vectors : :

o= (x!! xz! 13) aﬂd ﬁ = (_J_'?]! ygi .}rj)

in R* is the real number.

(o, B) = o txy, txy,

Geometrically, this dot product is the product of the length of i, the length of B
and the cosine of the angle between o and [. It is therefore possible to define the
geometric concepts of length and angle in R? by means of the algebraically defined
scalar product, ] )

An inner product on a vector space is a function with properties similar to the dot
product in R?, in terms of such an inner product we can also define ‘length’ and ‘angle’.
Our comments about the general notion of angle will be restricted to the concept of
perpendicularity (or orthogonality) of vectors. ' ;

We begin with a definition.

Definition : Let F be the field of real numbers or the field of complex numbers,
and Fbe a vector space over F. An inner product on ¥ is a function which assigns to -
each ordered pair of vectors o, f in ¥ a scalar (o1, B) in Fin such a way that for all
o, B, yin ¥ and all scalars ¢ & F, i

(@) (@+B,7) = (o, V) + (B, y)

(b) (car, B) = (o, B)
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() (B, @) = (e, B), (o, B) the overhead bar denotes complex conjugation

() (0, @) 20, (t, &) =0 if and only if o = 0.
1t should be observed that conditions (a), (b) and (c) imply that

(e) (@, eB +¥) =c cla, B) + ((c, ¥)
; EXAMPLES

Ex. 1. On F®, there is an inner pmduct which we shall call the standard inner

product. It is defined on o. = (x,, x, .. x,) and B=(y, %) l_:r}r

(o, B)= %%
-t
When F = R, this may also be written as
{II, ﬁ} o Z X Vi

In the real case, the standard inner product is often called the dot or scalar product
and is denoted by o.. B. 1
We note here from the definition that (o, o) is always real. We use the notation.

lol= (o o)

_ This non-negative real number || o || is called the norm or length of ct. |
A real vector space ¥ for which a real inner product is defined in called a Euclidean
space.

A complex vector space ¥ for which a complex inner product is defined is called
a Unitary space.

Enclidean spaces and unitary spaces are cullﬂctwal}r called inner product space.

Ex. 2. Let F'be the vector spa-.:e of all real valued continuous functions of [a, b)
and let F = R.

For x, y € F, let us define

(5:2)=[sOr()at -
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Then conditions (a), (b) and (c) of the inner product are easy to verify. Also
5 ]
(x,x)=[(x()) &t 20

If equality holds, then using the fact that x(¢) is continuous it can be proved that
x(#) = 0 for all . Equation (1} defines an niner product and the vector space Fis an
inner product space.

Ex. 3. Let Cbe the field of complex numbers, Let x=(x, x,,.. x ) and y = ( yl,
Yy -+ ¥,.) be two elements of the vectors space C*.

We define

(I: }"] = xl;l +x2;1 +”+x#;n
This inner product on C* defines a unitany space.
Ex. 4, Let ¥ be the vector space of infinte sequences of real numbers {a_},

satisfying.
ian’ < or
n=l .
i.e. the sum converges. _
Addition and multiplication are defined componentwise :
(@,a,..)+(b,b,..)=(a,+b,a,+b, sl
and k(a,, a, ...) = (ka,, ka, ...)
An inner product is defnied in V by ;
({al’ ay --)s (bl’ z ) ='{albl i ‘zzbz + _ i
The above sum converges absolutely for any pair of points in ¥, hence the inner ]
product is well defined. This inner product space is called [, space (or Hilbert spaca} '
Problem : Show that in any inner product space ¥,
0, x)=0(x, 0)=0,xe V.
Solution : We have, by property (a) of inner product
(0 +0,x) = (0, x) + (0, %)
= (0, x) = (0, x) + (0, x)
=5 (0, x)=10
Also, {x,ﬂ]:{[Tx"j=ﬁ:ﬂ ;
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We have already defined the norm or length of a vector o in an inner product

space by. H £ “ 2 Ju«,—u}
Theorem : The norm has the following properties :'
@  |eo]=le|lo].€ V,ce F
) Jo|>0 if a%0 and o =0 ifa=0.
@  [JotBl<fol+[pl, . Be ¥
~ Proof : [0 20 follows from the definition of inner product. We have
{co',, eal) = elo, ca) =ce {0',, o)
el =il
L ch]t::r 0, We have, [[co] =|c| Hu][ which proves, part (a)
To prove part (¢), we first prove the Schwarz inequality.
() shelle] o)
Clearly, the inequality i (1) is true when ¢, = 0.
 Ifa# 0, let us write :
- (B
el

Then (7, u}

I
FE T
-
|
?F-‘
=|a
S
B
=
T

n

(B, ) —ﬁ—

(B, @)l _
B g

Again ' 20

= ez

(B, o) (ﬁ,]
® [nuﬂ“ i
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orthogonal to B if (cc, B) = 0 ; since this implies B i

F{h)ﬁ]&(w]{ﬂ?}ﬂ"

p-B0e) B0 o GoEd,
Ll aer o Haed

Since (e, B)= {_[i, ), we have’

I8, o) I{ﬁ o) I(B o |

L ™ v
W ﬁﬁ
Hence  [(o, B =[5, o <o
Now by using (1) we have

o B = (B, +B) = (w,0)+(eB)+(B,)+(p,B)
= [off +(.B)+ (e B)+ |8}
= Joff + 2Re (e, B) + 8" |
Re (a, B) is the real partof (i, B)
el +2fof 8]+ 8]
= (o + 180

Hence -+ <]+

Definition : Let o and |3 be vectors in an inner product space ¥, Then o is

say that o and [ are urthugunal

If, Sis a set of vectors in V, § is cailed an nrtlmgunal set provided all pairs of

distinct vectors in § are orthogonal,

An orthogonal set is an orthogonal set S with the additional property that [l =1
for every o in §.

1s orthogenal to o we often simply

The zero vector is orthogonal to every vector in ¥ and is the only vector with this

property. It is appropriate to think of an orthonormai set as a set of mutuall}r perpendicular

vectors, each having lcngth 1.
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Ex. 5. The vector (x, y) in R? is orthogonal to (=, x) with respect to standard inner
product, for

let .= (x, »), B= (=, )
so that (o, B) = x(-y) +yx =0

Problem : For the complex inner product space C* find [Jof| and [o—B|| where

o= (i, 2, 0) and B = (0, —i, 6).
Are o and urthﬂgnnal'?

‘Solution : We have HuH = (0, &)
— ii+22+00
= i(~i) + 2.2 +0
=5
: ~ ol =
le—B[ =(@-B, 0-P) =(a, @)= (aB)+ (B B)
= Jof -2Re(,0) +[B
Now, [l = 5, |B] = 0% — i +6? = 37
(B, @)= 01 + (~1)2 + 60 =-2i=0=2i

Re (B, o) =0
lo-B|" =5-2.0+37=42
 [lo—B] =42

Since (B, o) # 0, o, pare not orthogonal.

Theorem : (Pythagoras), If o, P be two orthogunal vectors in a Euclidean space
V, then

oo+ B = [alf + I
Proof : We have, [a+Bf" = (a+B,0+B) = Joff +(w )+ (B o)+ Bl
= [Joff - 2Re(0.B) + B[
ﬂﬂﬂ +2(0,8)+ B[

(since in a Euclidean space (o, B is real)
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Since the vectors o, P are orthogonal (o, fy=0

oot B = ol + B[ _
Theorem : (Parallelogram law). If o, B be any two vectors in Euclidean space 1

L

then

o+ BJ* + o~ B = 2o + 2|
~ Proof: We have [lu+ Bﬂz =||«m!|2 +2(a, |3»)+|||3]|2

and  [a—p[" =[o] ~2(c, B) + |pff

Adding [o+p]* +[o—pJ} = 2/jof] + 28]

Theorem : An orthogonal set of non-zero vectors is linearly independent, _

Proof : Let § be a finite or infinite orthogonal set of non-zero vectorsin a given
inner product space, Suppose o, o, .. o are’distinet vectors in S and that

B=eo+oo,+. +oa. e ) :
where ¢, 'c, .. ¢_ are scalars from the field on which the vector space is defined.
Then (B, d',*} =, tea, +. . tco, a,)

=0y, ) +eyo, a) + ..+ (o, o)t + ¢ (o, o)
Since 0, 01, .. ¢f_are pairwise orthogonal,
(o, ) =0 fori=k
B, o) =c e, o)
Since (oL, or,) # 0. it follows that -

oo B) _(Ba,)

(0,0 ) o *

By oy
Thus, when =0, c, = (_Hu*"z) =0

k=12, .. m

Hence from (1) we conclude that the vectors o, o, .. 0, are linearl independent.
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. Corollary : Ifa vector [ is a linear combination of a orthogonal sequence of non-
zero vectors o, 0., .. 0., then [} is the particular linear combination.

(ﬁ “Jr
=2l

Tha_cum!lary follows simply from equations (1) and (2) in the proofof the theorem.
Gram-Schmidt Orthogonalization :

The basis {(1, 0); (0, 1)} ofthe vector space ofall two-dimensional coordinate
vectors, and the basis {(1, 0, 0), (0, 1,.0), (0, 0, 1)}'0ft_hc vector space of all three
dimensional coordinate vectors, have the property that the standard inner product of
every pair of vectors within each basis is zero ; because of this property these two
bases are illustrations of orthogonal bases. In both of these examples, a geometric
interpretation is that for each ortho gonal pair of vectors the corresponding geometric
vectors are perpendiculars to each other. ;

Theorem : Let ¥ be an inner product space and let B, B, ... B, be indepéndent
veetors in . Then we can construct orthogonal vectors o, @, .. ¢ in F such that for
each k=1, 2, .. n, the set

{m], o, .. O} _
is a basis for the subspace spanned by ., B, ... B,.

Proof : The veetors oLy, O, .. 0, Will be obtained by means ofa construction known -
as Gram-Schmidt orthogonalization process.

Proof : We shall use induction to prove the theorem. First let o, =E :

As induction hypothesis, suppose o, ¢, .. O {l < m = n) have been chosen so
that for every k.

{o,o,. o) 1S£ksm

satisfy the statement of the theorem. i. e. {o,, o, .. o4}, 1 <k< m, is an orthogonal
basis for the subspace of V, spanned by B, B,, ... B,.

On the basis of this hypothesis, we shall show that a vector o, canbe constructed
such that

{':.:l"'l’I (11 i Dl'mrl}

is a set of orthogonal vectors satisfying the statement of the theorem.
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Letus write o, = Z ﬁnﬁl’“‘k)

p..= i {ﬁm“u&} =0,

el
In otherwords, B, is a linear combination of the vectors ., 0., .. o_and hence

‘a linear combination nf Bv E’r- i B , which is not true, as by assumptmn ﬁl, E.z, B

are linearly independent. :
Hence o, #0.

Again, for i £j < m, we have

i(ﬁmi’“f}(“h“:')

i

h el
( MH, ; e {ﬁmﬂ?'{[‘;)ﬂ(zﬂ-pﬁj) (Sin-ce {m*j aj) . 'fnr k;ﬁj}
IIJ i :

= (ﬁm+l’ a_r-) i {ﬁ,,”]! ol

This shows that {0, 0, .. 0.} is as orthogonal set consisting of m + 1 non-zero
vectors in the subspace spanned by B, B, .. B, , . Since an orthogonal set of nonzero
vectors is linerly independent. {0, o, .. o _. } is a basis for the subspace spanned by
B, B,.. B, Hence by induction it follows that the vectors O, O, .. 0L may be
_ccnstrucled one after the other in accordance with the formula ( 1)

In particular, when n = 4, we have.

a’l_ﬁl
: il 5l
b, (ﬁ 1“) (ﬁuzﬂz)% |
PR FELLS) sty
e (W P
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Corollary : Every finite dimensional inner product space has the orthonormal
basis. '

Proof : Let I be a finite dimensional inner product space and {Bi, [3: o B”} be a
basis of V. Applying the Gram-Schmidt process of orthogonalization, we can construct
an orthogonal basis {c., ., .. o } for ¥. Then to obtain an orthonormal basis, we simply -

replace each vector o, by O o]

Theorem : Any orthonormal subset of a finite dimensional inner product sﬁaca V
can be extended to an orthonormal basis of V.

. Proof : Let o, o, .. o form an orthonormal subset of ¥. We append the vectors’
in some basis of V to form o, @.,... &._and call the new vectors o, 0. o.. By

w1 Tmt2

Gram-Schmidt orthogonalization process applied to o, , o, .. 0. we get 3 , BB
Clearly the non-null vector among B], B, .. B_forman orthonormal basis of V. This
basis contains o, O, .. Of

Ex. 6 : Consider the vectors B, = (3, 0, 4), B, = (-1, 0, 7) and B, = (2, 9, 11)

in R® equipped with the standard inner product. Applying the Gram-Schmidt process
to B,. B, [3 we obtain the following vectors.

o, =B =03.0,49)
. B,,a }

“1“2 :

S _.({-1,-:::,?),{3,0,4}) .
= (-10,7) -ﬂ(3=0=4)||2 (3,0,4)

&= (_11 0, T} = {3; ﬂ; 4)

@, = B‘z“

=(40,3)

(ﬁs,ﬂl) o [B;r“zl a,
fedf el

ﬂ:, A= [—"3_
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({2,9,11],{3,{&,4])

== (2: 9! 11) = : (3;{],4]
_ (o). (03) (4,0,3)
=03
=(2,9,11)-2(3,0,4)—-(+4,0,3)
=(0,9,0) '

These vectors are evidently noe-zero and mutually orthogonal. Hence {ml, .
@} is an orthogonal basis for R’

Clearly an orthonormal basis is {i ok ﬂ}
ol oall” s |-

(333

Now, an arbitrary vector ¥ = (x, x,, x,) in R* can be expressed as a linear
combination of o, 0, @, as

i 3
N0

T = o
e[

So, (4,1 %, X,) . ([xnxpxa),(?r,ﬂ,ti])a +({x,,x2,3q,),{—4,0,3})

25 1 25 | a,
(6%,%),(0,9,0))
3
Bl
= 3x, ;:x} o+ —.4]:'2 : 3x, o _,;_z 2

In particular if (x,, x 2 %,) = (1, 2, 3), then
| {1,2,3}=3(3,0,4)«}%(—4,{},3)+—§-(ﬁ,9,ﬂ)

Ex. 7. Extend {(2, 3, -1), (1, -2,-4)} to an nrthog{:-na'l basis of the Euclidean
space R* and then find an associated orthonormal basis. -

Let o, = (2, 3, 1) and o, = (1, -2, —4)
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We have (o, ®0,) =2.1+3.(-2) +(-1). (-4)
: =2-6+4=0 '
So, o, o, are orthogonal vectors

Let a, = (0,0, 1)

_Then {0, @, 0.} is linearly independent, because
23 -1

1 -2 -4
00 1

=—T+0

So {o,, o, o} is a basis of R”.
Let B = o, - ¢,0, — C,00,.

o, 0 ;
whare ¢ :'{‘.'J—;} L5 Efus_{::}
o] - o
Since (B, o) = 0, (B, 0&1} 0 P is orthogonal to o, andnt and L{a, o, o} =
L{a, o, B}
{II!, o, B} is an orthogonal basis of R,
| !“3:—“1} =l (“’5-“2) il
&= = — ST e
AECERTTET W R
1 4 el il
~B=(0,0, —(2,3,-1)+—(1,-2,4}=]| —.——
p=(0.0.)+ (23 )+ (1-24)=( 34,2
'Ihercﬁure,theormugunﬂlhasms{{ifi 1).(1, 2—4}(] - ;]} and the associated

nﬂhpmrmal basis is {%{2, 3,—1),—‘\{-%*(], -2, -4).,%{2,—1, 1}} -

Ex . 8. Use Gram-Schmidt process to obtain an orthonormal basis ofthe subspace
of the Euclidean space R* with standard inner product gmratcd by the lingarly independent -

set {(1, 1,0, 1), (1, 1, 0, 0), (0, 1, 0, )} -
Let o ; = {l: 1: 0? 1)? Ez_ (1! 'l! *}- ﬂ) ﬂ-s = (ﬂ: 1;. U: 1}
WesetP, =0,=(1,1,0,1)
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and B, =q, - (ﬂ(z, ﬁ;}m

1 (1,'1,0,0)4((l’l’ﬂ’ﬂ};ﬂ’l’n’ln (L1,0,1)

=(l,1,(_],{l]—§{l,l,ﬂ,l}

T3 =2Y 1
== = =110~
(3’3 3] 3{_ 4

B, =u3—{u3'ﬂi B, ~ ({Ijrﬁz ﬁ
Y

-:::1:}1)-—(1101} = {110 ~2)

=[n,1,ﬂ,1)—-2-{1,1,0,1}4.3'(1,1,{:,-2)

=2 (-1,1,0,0)
2 :
S0 the orthogonal basis of the subspace is

{(1,1_,{:_,1},:}(1,1,&,--2},%(4,1,(5,0]}

. and the corresponding orthonormal basis is
1 1 1
—=|LL0,1),—(1,1,0,-2),—(-1,1,0,0
{5 ) J5(1102) J(-h100)

EXERCISES

.. 1. Prove that the set of vectors {(1, 2, 2), (2,-2, 1), (2, 1,-2)} is an orthogonal
basis of the Euclidean space R* with standard inner product.

Express (4, 3, 2) as a linear combination of these basis vectors.
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3,

7.

Consider the inner product space C* with standard inner product
(m! B) = a15i+ ﬁ.zgz 3 o= {ap b]] ﬁ = (ap bi}

Determine which of the following bases are orthogonal and then determine
which are orthonormal,

(2) {(1,0), (0, 1)}
(b) {G, 1, (2, D}
{C] {(2: "'-)! (_: ?':]}

Find the norm of each of the following vectors :

(b) p=(1-2i,3+i,2-5)eC’

InR,leto=(a,a,a),B=(b,b, b,). Determine whether (a., B) is a real
inner product for R’ if (ct, B) be defined by

(a) (o, P) = {al ta,*t ﬂa} (bl + bz + ba}

(b) (@, B)= ab, + (a,+ a) (b, + b) + ab,

. Prove that for all o, _ﬁ in a Euclidean space V' -

(a) (0, B) = 0 if and only if [o.+]|=o~p]
(b) (@, B) = 0 if and only if Jo+Bf =|lef +|BI

(e) (o + B, 0.~ B) = 0 if and only if o] =[]

Apply the Gram-Schmidt process to the vectors B, = (1, 0, 1), B,=(1,0,
1), B, = (0, 3, 4) to obtain an orthonormal basis for R? with the standard
inner product. - :

Consider C?, with the standard inner product. Find an orthonormal basis for

the subspace spanned by
B,=(1,0,i),and B,=(2, 1, 1 + i).
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Let V" be a finite dimensional inner product space, and let {a, o, ;. o } be
an orthonormal basis for ¥, Show that for any vertors o, B in :

(@ B) = X (w)(Br,)

=1

Apply the Gram-Schmidt process to find an orthonormal basis for the Euclidean
space R® with standard inner product that contains

(a) the vector (

1
. 1':}
5 B ]

) (%

-

%)
:6,

.
P

1
3:_\@9

& -

(b) the vectors {
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Unit : 3 O Linear Transformations

Definition : Let Fand Whe vector spaces over the field F. 4 transfurm.ation T
from Vto W is said to be a linear transformation if,

T(a+ﬁjzf[m)+r(ﬁ)}

and T(ko)=kT(0) = (1)

where o and B are arbitrary elements of ¥ and & is an element of F.
The two conditions in (1) can be replaced by a single condition.
. T(ko + B)=EkT (o) + T (B) :

EXAMPLES

Ex. 1. If Vis any vector space, the identity transformation /, defined by (o) = o,
‘& V,is a linear transformation from V. into ¥. The zero transfermation O, defined
by Qo= 0 is a linear transformation from Vinto V. -

Ex. 2. If F be a field and let Vbe the space of gﬂ]}rnnmml functions f from F into
F, given by

fix) =¢, +cx+.,+-::kx*
Let (Df) (x) = ¢, + 2ex + .. + kex™!
The D is aimaar transformation from tho V.

Ex. 3. For the vector spacc R, let the transformation 7. R*— R? bedefined in such
a way that

T((a, b)) =(a + 2, b)
This transformation is not linear, because
T((a,b)+(a,b)) =T((a, +a,b +b)
=(a,+a,+2, b +b)
~whereas T ((a,, b)) + T(al, bz)} =g, +2, bl} +i{a,+2,b,)
=(a,+a,+4,b,+b) .
o T(la, b))+ (a,, b)) # T((a., I]} + Ha,. b))
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Also  T(k(a, b)) = T(ka, kb) = T(ka + 2, kb)
and  KT((a, b)) = k(a, + 2, b) = (ka + 2k + kb)
So  T(k(a, b)) # kI{a, b)) ;
Hence the transformation T'is not linear.
Ex. 4. Let T. R* = R? be defined by T(ai, a, @) =(a, a,0), (a,a, a)e R.l
Leta=(a,a,a)andf=(b,b,b)ec R
Theno+ B =(a,+b,a,+b, aj-i'b)
o+ P).. =(a,+b,a,+b, 0)
(a;, p 0+ (ay, b, 0)
= T(ex) + T(P)
and for any ¢ € R,
o= c{a;, 4, a,) = (ca,, ca,, ca,)
& T (edt) = (ca,, ca, 0) =cla;a, 0)
' = cT(0))

Hence T is linear transformation.

Ex. 5. Let F be a field and let k. k, .k be ﬁxﬂd elements of F. Define the
mapping T from F* to F by

Tx, . x )=kt Er %%k,

Then it is easy to check that T is linear transformation from F® to F. A linear
transformation from /* to F is called a linear functional of F* or a linear form in x,,
X, X, _

Theorem : Let Fand W be'vector spaces over a field Fand T': ¥— W be a linear
transformation.

Then (i) 7(0) = 0’, where 0 and 0 are null elements in ¥ and W respectively. -
(1) T(—o) = —I(ox) forallo. € V.
Proof: In ¥we have 0+ 0=10

T(0 + 0) = 1(0)
But T is linear, so T(0 + 0) = 7(0) + 7(0)
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. 7(0) + T(0) = T(0) = T(0) + 0’
= T0)=0" . o7
Now, ot (-a)=0 in ¥
S No+ o) =T0) =0
= No)+ T(-o) =0
= I{—a)=-T(a)
Kernel and image of a linear transformation :

Definition ; Let V and W be vector spaces over the field Fand T': F— W be
a linear transformation. The image of T. written Im 7, is the set of image points in I :

- ImT= (o € W|T(a) = o for some gL € ¥)
The kernel of T, written ker T, is the set of elements in ¥ which map into o’ € W :

ker T= {u; £ Vi T (o) =U'} (0 is the zero or null ﬂlemm_lt in W)

Theorem : Let T': ¥— W be a linear transformation. Then ker T is subspace of

Proof : We have ker T = {uaP’l T(m}iﬂ'}

Since T(0)=0',0€ ker T and 50 ker T'is non Empt},? If ker T contains 0 alum:
then ker T is a subspace of V. ' :
- - Let us suppose that ker T contains a nonzero elément o of ¥, Then T{e) = 0.

Then for any c € F (the field on which ¥ is defined) we have T(cc) = eT(0) =
0 = s : . _

This implies that ¢ o € ker T.
‘Let o, B € ker T, then T(ar) = ¢, T(B) = 0
Now since T'is a linear transformation, _
T(o. + B) = T(0x) + T(B) = 0’ + 0 = 0’
So,d,BekerT =a+pPekerT

and o e ker T =ctt+te kerT,ce F
This shows that ker T is a subspace of V.
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Theorem : Let T': ¥'— W be a linear transformation. Then ker T is subspace of

“ Proof : Since T(0) = 0’ € Im T, it follows that Im T is nonempty.
~ Let Im T contain a nonzero element say o’. Then there exists an elemento,e V
such that T(a) = o’ ; J .
This implies that T{cot) = cT(01) = ce’ forallc € F.
sneo’e ImT.
Agani, let o, B’ € Im T, then there are elements o', B € ¥ such that
(o) = o, T(B) = P,
Now,  T(ct+B)=T(c) + T(B) = o/ + B’

= o+felmT

Hence @ o\, Belml= o +f'elmT
and ca’'e€ ImT, ce F
Hence Im T is a subspace of W.

~ Theorem : Let T': ¥'— ¥ be a linear transformation such that ker T = {0}. Then
the images ofa linearly independent set of vectors in I are linearly independent in #.

- Proof:Letbe {0, o, .. o } be a linearly independent set in ¥, we have to prove
that {T(e,), T(c,) .. T(et )} is a linearly independent set of vectors in .
Let c,c,.céF. |
e, (@) + e, T(0) + ..+ ¢ T(a ) = 0
* Since T'is a linear transformation, we have ;
Teo, o0, + .+ ea)=cl(a)+ .. +cTa)
Moo, +om, +. +Heo) =0’
This implies that c,o1, + c,0, + .. + ¢ 00 € ker T.
But ker T'= {0} is given.
Hence . co +c,o, + o+ el =1k _
But since {o, @, .. o } inalinearly independent set of vectors in ¥, we must have

L‘i={‘fz=...=cﬂ=ﬂ
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Thus it fnﬂpwé that
e, () + e,T(at) + .. + ¢ T(e) =0
iniplies that ¢, = ¢, = ... =¢ =0
Hence {T(c)), T(at,) .. T(0:,)} is an independent set of vectors in .

Theorem : Let T: F— W be a linear transformation and o, o G . @, } be abasis
of V. Then {T(a)), T(o.,) .. T(c )} generates Im T

Proof : Let o € Im T. Then exists at least one element, say 0., in ¥'such that (o)

,

= o,
Since {ol, 0., .. 0 }isa basis of V, there exist ¢, ¢, .. ¢, € F such that
o =g0, teo,+ . tcd
Te) = T(eo, + o, + ..+ o)
e, I(o,) + e T(a) + .. + ¢ T(c., ), since T is linear,
o = ¢, T(o,) + ¢,T(ar,) + .. + ¢ T(0r,) '
Since each T(o) € Im T, it follows that Im T'is generated by {T(ct)), T(or,) ..
T(a,)}. o

Nullity and Rank of a linear transformation :

Definition ; Let ¥ and ¥ be vector spaces over the field F and let T be a linear
transformation from ¥ into . The nullity of T is the dimensin of the subspace ker T
of ¥ and the rank of T is the dimension of the subspace Im T of W.

If ¥ be a finite dimensional vector space then both ker T and Im T are finite |
dimensional.

.Theorem : Let ¥ and ¥ be vector ﬁpm over the field F and Vis finite dimensional.
If T: V— W isa linear transformation then the nullity of T+ rank of T' =dim V'
Proof : Let dim V = n.

Let {c, 0, .. 0.} be a basis of ker T. There are vectors o, , 0, , .. & in F'such
that {o1,, i, .. o } is a basis for V. We shall now prove that{T{a,, ), (0, ) --- (o, )}is
a basis for Im 7. We have noted that the vectors T(a.,), T(ct,), .. (0, ) certainly span
Im T, and since o, 0., .. &, € ker T, we have T(c,) = T(o,) = T(ow) = 0°. Hence it
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follows that the voctors T(e,, ), T(e,,,) ... T(o,) sf.ian Im T, We shall show that T{o: i
1(0,,,) ... (e ) are linearly independent.

Suppose that there are ¢, ¢, ... ¢, € F such that
: Chri 'T(u'irl-]} - cﬂ-z T(u'hz] Fot e T':ﬂ'n) =0
Since T is a linear transformation, it follows that
Ti(ﬂm@m FCpgOliy T e + o) =0

Hence a=c o e, 0, +F. ..+ o A l_car i

Again, by assumption, {0, 0., .. 0.} is a basis of ker Tso 0. = bo,+tbo,+.. -

+bha,b,b, . bg F.

Thusa=bo, +bo, +.. +bo, =c 0 +e¢,0. ...co
or, bi'm: & ’51{12 .t ﬁi“’k— Cra O — Cpgllyyy =0 — e 0
But {a, o, .. o } is a basis of ¥, so we must have,

4 bl=b2=“' =bk=ck+1:" cﬂ=ﬂ

Henca I(a,,,), (o) ... (o) are linearly independent and as they span Im T,
7o), I(o,,,) ... (et )} is a basis of Im T.

Clearly dim(InT)=n—k=rank of T.
Also, dim (ker T) = k = nullity of T. .
Hence rank of T+ nullity of T'= r = dim V.

Theorem : Let ¥ and W are both finite dimensional vector spaces of the same

dimension and T'is a linear transformation from ¥to W, then T is one-one if and only
if T is onto.

Proof : Let T be one-one then clearly ker T'= {0}. and so dim ker T= 0,

Néw, ker T'is a subspace of V" and Im T is a subspace of W and also dim ker T +
dim Im 7 = dim V. :

Since dim ker T'= 0, we have dim Im T'= dim ¥ = dim W (given)
sdimImT=dimW=ImT=W
Hence the transformation Tis onto.
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Connversely, sﬁppuse that T'is onto.
Then ImT=W
 dimIm 7= dim ¥ = dim V.
Since dim ker T + dim Im 7 = dim V, we have
dimker T=0.  Henceker T'= {0} and T'is one-one.

Theorem : If ¥and ¥ be are finite dimensional vector spaces over a field Fand

ifthere exists a linear transformation T': ¥— W which is both one-one and on to, then
dim ¥ =dim W.

Proof : Since by assumption T is -:-mc-onr:, we have ker T'= {0}
.dim ker T'=0
Again, since Tis onto, we have Im T W
~dim Im T'= dim W
Now, dim ket T+ dim In T= dim ¥,
= 0+dim W =dim V.
ie dimV=dmW.
Theorem : Let Vbe a finite dimensional vector space over the field F and let {ct;,

. 0.} be a basis for V. Let ¥ be a vector space over the same field F and B,, |3
E'u be any vecotors in . Then there is precisely one lmear transformation T from ¥

into H’such that
o) =B, i= 1,2,.,ﬂ
Proof : To prove that there is some linear transformation T with T(c.) = B, we

proceed as follows, Let o be an arbitrary element in V. Since {0, &, .. 0, }is a basis
for ¥, there exist unique scalats ¢, ¢, .. ¢, in F such that '

a=c0, teo, +.. +ed
For this vector o we define
T(o) = ¢ff, +efp,+ .. + c,B,
Then T is a well-defined rule for associating each vector o.e Vio a vector T(o)
in W, - ;
From this definition it is clear that T(ct) = B, for each i
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Let us now examine whether T is linear.

Lety, & € Fand :

N=pG tpo.+, Fpo

d=gq,o +qo+.+tqa .
where p,, g, are unique scalars in F determined by the basis {o, o, oo
Then y+8=(p,+gq, Ja, + .. +(p +q)o

and by = (bp o, +{5P1)ﬂ + +(bp o, be F

s0, by definition
Ty+8)=(p+ q])ﬁ. +.lp, +q)B,
T(by) = (bp B, + .. + (bp )B,, '
and  T(y) +78) = (B, + . +p,B) + (g8, + .. + ¢,8)
: =@, +q)B +.+(@ +q)B =T +8),
bT(Y) =b(pB, +pB,+.+pp)
=(p)B, + .. + (bp,)B,

= T(by)
This shows that T'is linear.

We have to show that T is unique linear transformation such that T{(0.) = B.i=1,

o H

Let us assume that there exists another linear transformation T” ; ¥— W such that
T'(0)=B,i=1,2, n,

NDW,T'(DL} =T’ (c,ot, +c{:¢ * . +ct1]

-cT (o) +e,T’ (0&2}+ o i (DE},{QT is linear)

=i teh Fodep '

= T(a) :

Thus I'* (@) = T(w) for every o € V.

Hence 7' =T

Thus T is unique linear transformation such that o) =PB,i=1,2,.n
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~ EXAMPLES
Fx. 1. Let Vbe the vector space of n-square matrices over field F. Let M be an
arbitray matrix in V. Let T': ¥— I be defined by T(4) = AM +MA where A € V. Show

that T'is linear.
For any A, B € V and any ¢ € F, we & have

T4+ B) =(4 +B}M+M{A +B)
=AM + BM + MA + MB
| =(AM + MA) + (BM + MB) = T(4) + T(B)
and T(cd) = (cA)M + M(cA)
© =c(AM) + e(MA) = c(AM + MA)
=cT(d)
Accordingly, I'is linear.
Ex. 2. Let ¥ be the vector space of 2 x 2 matrices-over K and let M -.—_G} g)

Lf:t T: V— W be the linear transfunmtmn dcf’mcd by T(A) = AM - MA. Find the basm
and the dimension of ker T

We seek the set of [ i ':J]'such that
- el 0 0.
(G )6 o)
' X y e il i__l 2\ x vy
v 7((5 7)) - (020G 536 3G 2)
_ (x 2x+3y) [x+2s y+2
T Ne 283 s 3
o 2x+2y—20 (G 0
T \=2s 25 0 0
= s=0 and x+yp=1

Among the four variables X, y, 5, t we observe that 5 = 0 anﬂ the varmhles Xy
and ¢ are conhected by x + y = ¢, This means that there are only two free variables x

and y. Hence dim ker T'= 2,
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To obtain a basis of ker Twe set x =1, y = ~1

so that the solutionis x =1, y = -1, £ =0, s = 0 and the matrix is GI _l]l

Again, setting x =1, y = 0 we get the matrix [:] ?]

e |
Thus {(ﬂ -:}}’ ({] 1]} is a basis of ker T.

The Algebra of Linear Ti‘ansformatiuns 3

In the study of linear transform a vector space ¥ into a vector space W, it is of
fundamental importance that the set of these transformations inherits a natural vector
space structure. The theorem below explores this concept.

Theorem : Let ¥ and W be vector spaces over the field F, Let T and U be linear
transformations from Vinto W.

The function (T'+ U) defined by
(T+ ) (w)=T(a) + Ul), o e V.

is a linear transformation from Vinto ¥. Ifc is any element of F, the function (¢7)
defined by

(eT) (00) = e(T(ex)
is a linear transformation from ¥ into V. The set of all linear transformations from
Vinto W, together with the addition and scalar multip llcatmn defined above is a vector.
space over the field F.

Proof : Suppose T and U are linear transformations from ¥ into /¥ and define
(T + U)) as above. Then
T+ (@+P) =T+ +U(@+p),0be 7,
= T(o) + Ula) + T(B) + U(P)
=T+ V) (@ +(T+1) B) _
: Msn (T'+U) (e) =Nea)+ Ulecn), ce F
o(T(0) + c(U())
o(T(o) + Ul))
(T + U) (o)

Thus (T+ U)isa ]mear transformation.
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‘Now we show that the function (cT) is a linear transformation
We have, (¢T) (o + ) = e(T(a + B)), by definition
= ¢(T(w) + T(B)), since T is linear

= c(T(a)) + e(T(B))
= cT(ar) + cT(P)

And foranyd € F,
(cT) (do) = c(T(dar)
= c(dT(a))
= cd(T(0) = de(T(0))
= d[e(T(0)] = d [¢T(0)]

which shows that (¢T) is a linear transformation. To verify that the set of linear
transformations of V into W (together with these operations) is a vector space, we
have to check each of the conditions on the vector addition and scalar multiplication,
The task is lengthy but not difficult. The zero vector in this space will be the Zero
transformation which sends every vector of ¥ into the zeto vector in W; each ofthe
properties of the two operations follows from the corresponding property of the
operations in the space W. : l

Theorem : Let V, W and Z be vector spaces over the field F, Let T be a linear
transformation from V into ¥ and U, a linear transformation from Winto Z, Then the
composed function UT dcﬁne:d by (UT) (o) = U(T(w)) is a linear transformation from
Vinto Z.

Proof : We have. (UT) (a+ B) = U(T(o. + P)), o, fe ¥V
= U(T(a) + T(P)), since Tislinear on V.
= U(T(a)) + UCT(B)), '

since U in linear on A
= UT(a) + UT(B)
and UT (cat) = U(T(crr)), : T
= U(eT () |
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=c[U(T())]
=c(UT(x))
" This shows that UT is a linear transformation from Fto Z,

 Definition : The function T from V into W is called invertible if there exists a
function U from W into ¥ such that the UT is the identity function on ¥ and T/ is
the identity function on W. If T'is invertible, the function U is unique and is denoted
by T,

Funthemore, Tis invertible if and only if
(a) T is one-one i.e. T(a) = T(PB) implies o = B
{h] Tis onto, i.e. range of T'is W.

Thearem If ¥ and W are vector spaces over the field F and let T be a linear
transformation from Vinto W, If T'is invertible, then the inverse function 7' is a linear
transfor_matmn from W onto V. :

Proof : Let B, B, be vectors in W and ¢ be a scalar. We wish to show that
TR, +B) = TB) + TV
and T(cB,) = ¢T"Y(B,)
Let T8, =0, i=1,2.
Then Io)=Pp, i=1,2
Since T is linear, T(a, +a,) = T(o,) + T(o,)
=B, +8,
‘Thus o, + o, is umque vector in ¥ which is sent by T into B, * B, and so
T@, + B) = o, + 0, = T(B) + T'(B)
Also, T(ca) = el(w,), since T is linear
=P,
That is the unique vector col, is sent by Tl.lltﬂ cf, and so,
T'(eP,) = cor, = cT‘*{B)
*. 7-'is linear.
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Isomorphism : Let ¥ and W be finite dimensional vector spaces over a field F.
A linear transformation T': ¥'— W is said to be an isomorphism if T'is both one-one
and onto.

Theorem ; Two finite dim-:nsiuna]. vector spaces Fand W over a ﬁiald F are
isomorphic if and only if dim V= dim W.

Proof : Let ¥ and W be isomorphic. Then there exists a linear transformation
T : V— W such that T is both one-one and onto.

Since T is one-one, ker T'= {0}
and since T is onto Im T'= W.
Hence from the relation :
dim ker T + dim Tm T = dim V; we get dim = dim V.
Conversely, let dim F'= dim W= n.
Let {oi,, or, .. 0} be a basis of ‘?and {B,, B, .. B,} be a basis of #.

Then, there exists a linear transformation T': ¥'— W such that T(cmt); p.isl,
2 it :

Since {T(o,), T(ot,) ... T(cr,)} generates Im (T), so {B,, B, .. B,} generates Im (7).
ie L{B,B,- B} =In)
But  L{B, B, .. B} =W, since {B,, B, .. B,}is a basis of .
Hence In (T) = W.
This means that T is onto.
Agains from the relation :
dim ker 7'+ dim Im T = dim V.
we have, dim ker T+ dim W= dim V.
But dim V' = dim W, so, dimker T=0"
=4 ker T= {0}
= Tisone-one.
Thus, T being both one-one and onto, the vector spaces ¥ and I are isomorphic.

Theorem : Every n-dimensional vector space over the field F'is isomorphic to the
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md 7 (n+d)=

space F",

Proof ; Let {0, @, .. o } be on ordered basis of V. Then any vector £ of Vcan

be uniquely expresed as

E_,=.‘cr[ntL +e,0, + .. +e o, where ey, e & F
Let us define a transformation T': F— F by
G
Cy
T(E)=| m

[

Let n=bo tbo,+.+ba cV
and  S=do +do,+.+ dg. eV
then t‘|+8;{b1+d1)m|+{b=+dz]tx2+,,+(bn+ d)a € V

b (d,

: b d,
spthat T (?1] = I:*I T(&} =

b, \4,

b +d, '5:\ d, ;
a2+§2 _| & = T(n)+T(8) ...(1)

b+d,) \b) \d

I

Let a € F, then arj € Vand

an = (abax, + (ab,)o,, + .. + (ab )or,

ab, b,
T(ﬂ"ﬂ)= al?i = aliz = al _ D)
ab, b,

Results '( 1) and (2) show that the transformation 7'is linear.

To prove that T is isomorphism, we have to show that Tis one-one and onto,
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Now, for any two vector 1| and 8 € V¥, we have

b’ b, -
rm)=1(®)=|%| = |2l=8=d.b=dL b,=4,
: b, b,
= f=90 :
Hence T is one-one :
: ' P

Now to prove that T is onto let Pﬁi be an arbitray element in F*, then

lis:
po tpo,+ . tpo € ¥ and
B
: T{p|u’1 +p1u2 + . +PNE¢“} = p:
: ; Pr
This implies that Tisonto.
Hence T is an isomorphism.
EXAMPLES

Ex. 1. Let T R R* difined by T(x, y, 2) = (2, 42—, 2x +3y — ). Show that _
T'is invertible and determine 7. ~
The kernel of the transformation ker Tis the set of all (x, y, z) such that T(x, y, 2)
= (0, 0, 0), i.e.
T(x, y, 2) = (2x, 4x - y, 2x +3y —2) = (0, 0, 0)
Thus ker T is the solution space of the homogeneous system.
2x =0, 4x —y=10,2x+3y-z=10
which has only the trivial solution (0, 0, 0).
Thus ker T= {0}. Hence T is nonsingular and so T is invertible.

Let (7, s, {) be the image of (x, y, ﬁ} under T ; then (x, y, 2) is the image of
(r, s, Hunder T

T(x, v, 2) = (r, 5, 1) and T'(r, 5, 1) = (x, ¥, z)
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We will find the values of x, ¥,z in terms of ¥, s and t, and then substitute in the
above formula for T, , '
From T(x, y, z) = (2x, 4x - ¥ 2x+3y—2)=(r, 5, 1)

~ we have, Z=rdx-y=35, xAIp_z=y

X= Yy=2r-5, z=Tr—3s—¢

r

2 b ]
and so, T"! is given by
Vg [r, .s',.r') =(§r, 2r -'.5;, Tr—3s5— t)

Matrix representation of a linear transformation ;

Let ¥ be an n-dimensional vector space over the field F and let W be an m.
dimensional vector space over F. Let {o, o, .. o tbe a basis for Vand { Pl B}
be a basis for W, If Tis any linear transformation from ¥ into W, then T'is determined
by its action on the vectors .= 1,2, .. n. Each ofthe n vectors (o), Ta) .. T )
is uniquely expressible as a linear combination.

T(u j) = ; AB,
ofthe B, the scalars A A, being the coordinates of T(c) in the basis {B,
B, .- B.}. Accordingly the transformation T is determined by mn scalars 4, via the
formulas (1). The m * n matrices 4 = (4,) is called the matrix of T relative to the pair
of ordered bases {0, o, .. o } and {B,, B, .. B}

The j* column of 4 is the coordinate vector of T(a)) relative to the ordered basis

B, B, .. B,)

LetE=xo +xo +. + X o be an arbitrary vector of ¥ and let

ﬂ:‘i) =. .]fr|Bl+y1B2+“+ymﬁm: x|--‘tn: .]"Ii o _}"M'E F
NowT(€) = T(x0 + X0+t xo) !
' = xT (o) +xT (o) + ..+ xT (o) since T is a linear

: transfomation,
= x(4,B + A B ¥ ot 4.6+ * (4,5, + AP, + .+
Amzﬁﬂ.} + ot xn {A !nﬁl * Azuﬁz i Amﬂﬁm)
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(A11x1 + ‘412"‘.3 ot A]mxn}al. + {A:lixl +tAx Tt
Ahx"_jﬁi + ..+ {Amxi +d ¥t F Amxm}{im

e
Since B, B, - B, are linearly independent, we have
_}‘I 5 Allxl_,+ Alrxz +ot Ahxn
yy = Ayx, Ayt A,x,
y, =A%+ 4 x, .+ A_x.

In matrix notation we have

¥ Ay A B AN TR
3| Ay Ay 4y, X3
M M

.-Vm Ami ‘i:uz Amm xr:

ST =AY i 2

where X is the coordinate vector of an arbitray element E in V relative to the
ordered basis {01, o, .. @ } and Yis the coordinate vector of T(E) in W relative to the
ordered basis {B,, B, .. B} o

(2) is the miatrix representation of the linear transformation relative to the chosen
ordered bases of ¥ and W..

The coordinates of T(c) are given by the ith column of A for j=1,2,.n.

The matrix of linear transformation T depends not only on the choice of basis of
two vectorspaces ¥ ans ¥ but also on the order of the bases.

1f we know the ordered bases for the spaces ¥ and W, then the associated matrix
for the linear transformation can be constructed. -

Conversely, if a matrix 4 = (4,) of order m % n be selected first then there exists
a unique linear transformation I': V'~ W whose matrix is 4, because if we prescribe
the j* column of 4 = (4,) as the coordinates of T(o.) relative to basis {5, B, .- B},
then T'is determined uniquely with 4 = (4 ) as the associated matrix.

Thus there is\um:-onﬂ correspondence between the set of all linear transformations
of V'to W and the set of allm = n matrices with elements from the scalar field .
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Hence we have

Theorem : Let ¥ be an n-dimensional vector space over the field F and W, an m-
dimensional vector space over F. Let B be an ordered basis for ¥and B, an ordered
basis for W. For each linear transformation T fmm tho W, there is an mxn matrix 4
with entries in F such that

: [T(o)], = Alal,
for every vector o in V. Furthermore, T'— 4 is a one-one correspondence between

the set of all linear transformations from Finto B and the set of all mxn matrices over
the field F.

Theorem : Let ¥ and W be finite dimensional vector spaces over a field F and
let T: V— W be a linear transformation. Then the rank of T' = the rank of the matrix
of T,

Proof : Let {a., o, ..o }and {B,,B,.. B_}be a pair of ordered bases of V" and
W respectively. Let m (7)) be the matrix of T relative to those bases such that

C!I Clz L Cln
j m{T)z Cn sz CZn . CﬁEF
le Cmi Cum

Then T{ﬂ't) 3% cuﬁl i cz:Bz itk cnﬂﬁm
T(a,) = ﬂmﬂi + .czzE'z ot cmzﬁm

T(D!n} s i:'-lrIBI h C:.’-rrﬁ‘l it cmnﬂrl

Since {0, tiz .. 0 } 1s a basis of ¥, {T(ax,), T(av,) .. ﬂmﬂ)}gemrates Im T. Let rank
of T = r, then by definition dim Im T' = 7.

So we may suppose that {T(o), T(ct,) .. (o)} is a basis of Im T. Hence the
remaining vertors T(o ), .. T(et ) belong to L{T(&x,), T(0.,) .. T(01 )}
Let us consider the isomorphism ¢ : W — F™ defined by

Ci

¢*(~=‘-‘1ﬁ.+ﬂzl3'z +L +¢ f ) -G EF
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€ Cra c‘

Then (T'(c1)) =| 2, ¢(r{ui)— AR )=

c

ml cml <

ma

Since {T(c,), T(0t,) .. T(c,)}is a lineraly independent set and ¢ is an isomorphism -
{9(T(e,)), O(T(0:)) .. §(T(cr))} is a linearly independent set of m truples of F,

Since each of T(at, ), T(e. ,,) .. T(w ), belongs to L{T(x); T(a,) .. T(o)} and
¢ is an isomorphism, each of §(7(ct,, ), O(T(e,,,)), - O(T(,)) belongs to L{d(T(c,)),
G(T(ex)) .. o(T(ex )}

This means that the firstr culﬁnms ofthe matrix m(7) are linearly independent and
- the remaining (n — ) columns are linear combinations of the first » columns, So the rank

ofm(T)=r.
' Hencerank of T= rank of matrix of T.

Ex. 2. Let T: R*— R® be a linear transformation defined by T(x, y, 2) = (3x + 2}:
— 4z, x — 5y + 3z).

Find the matrix of T relative to the bases &, = (1, 1, 1), o, = (1, 1, 0),
" 0,=(1,0,0) of R and B, = (1, 3), B, = (2, 5) of R,
We have T(ow) = (1, ~1) =-7f, + 48,
T(a,) = (5, -4) = -33p, + 19ﬁ1
T(a,) = (3, 1) = -13B, + 8B,

=7 =33 —13)

ThamatrlxnfT=( 4 19 8

.Linear_(}pe'rators : Let V' be a vector space over a field F. We consider the
special case of linear transformation T': ¥"— W. These transformations are called linear
operators or linear transformations on V. ' -

Theorem . Let T be a linear operator on an n—delmensmnal vector space over
a field F, Then the following statements are equivalent.

(i) T is non singular.
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(i} Tis ong-one
(iii) T'is onto
(iv) T maps a linearly independent set of ¥ to another linearly independent set.
(v) Tm;ips a basis of ¥ to another basis.
Proof : Let (i) be true, Then T is one-one and onto.
Hence (i) = (i)

Next let us suppose that (i) holds, i.e. T is one-one. Then ker T'= {0}and so dim
ker T=10.

But - dim ker T+ dim Im T = dim ¥

So, 0+ dimIm T = dim V
sdimImT=n

Since Im T is a subset of I and dim Im = dim V' + n it follows that Im I'= V.
Hence T is onto. | :
(i) = (iil) !

Let us now assume that (iii) h_alds, Let {o, 0, .. 0} be a linearly independent set

in ¥, We shall prove that {T{(a.), T(et,)} .. (et )} is also linearly independent set in V.
Since T is onto, dim Im T=dim ¥
s0 dim ker T= 0 = ker T = {0}

To prove that {T(w,), T(ct,) .. T(0,)}is a linearly independent set in V| let us
suppose that there exist ¢, ¢, .. ¢, € F such that

¢, T(a,) + cIT({I.z] +.+eT(a)} =0
Since T is linear, we have
Ted +teo, +. . +eu)=0
= co, teo,+..+co eker T

Butker I'= {0}, hence cx, + c,o0, + .. + c 0t =0

]
il
(o

Again since oL, @, .. 0, are linearly independent we must have ¢, = ¢
={
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Thus, e, T(a)+ c,T(o) + .. + cT(o) =0

implies ¢,= ¢,=..=¢. =0

So (o), T(oy) .. T(ov) are linearly independent

o, (iii) = (iv)

Let (iv) hold. Let us suppose that {a, o, .. 0. } is abasis of V. Then by (iv) it

follows that {T(et,), T(c,) .. T(o,)} is a linearly indep endent set with n elements. Since
dim V = n, it follows that {T(w,), T(a,,) .. T(c.)} is a basis of V.

& vy = (v)
Finally, we shall show that (v) = {i). -

Let us assume that (v) holds. Let {o,, o, .. oo } be a basis of ¥, then {I{ct)),
T(ow) .. T(or )} is another basis of V.

Let £ € ket Tand let E=a,0, + a,0, +.,. +ao,a€F.
Since & € ket T, T(E) =0
or, (a0, + a0, + .. +anor.ﬂ) =0
or, a,T(a,) + a,T{a,) + .. + aT(o)=0
This implies thata, =a,=..=a, =0
o & & ket T'= & =0, Hence ker T = {0}

-~ T is one-one
Again dim ker T+ dim Im I'= dim ¥, gives

~ dimIm T=dim V.

But [m T C ¥ and dim Im T'= dim ¥

SoImT=V
Hence 'i‘_" isonto.

. Tis one-one and onto. Hence T is invertible and so nonsingular.
= () = ).

Thus, all the statements are equivalent.
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Matrox of the composite transformation :

Let T: ¥— W and § : W— Ube linear transformations where V, ¥, U are finite
dimensional vector spaces over a field F, Then relative to the choice of ordered bases
matrix of the composite transformation ST ;

= matrix of thé transforation § > matrix of the transformation T.
i. e. m(ST) = m(S) m(T).

Proof : Let dim V= m, dim = n and dim U =p. let {0, o, .. 0.}, {B, B, ..
B} (¥, ¥, - ¥,} be respectively the ordered bases of ¥, W and U.

Relative to these bases let the transformation matrices be

m(T) = (a,),,... m(S) = (by),,, m(ST) = (c,),,

Then T{a,):iaﬂﬁj, i=1,2.m
: o

S(ﬁ,)-—-ibﬂh j=1,2.n

kel

ST(“i}zgcth, i=1,2.m

But ST(o,)

i

S[T(w,)], since § and rurkiinss
- fgon)
= gaﬁ s(p,)
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Zbl.f aﬁ i
J=i
This shows that m(ST) = m(5). m(T).

Theorem : Let ¥ and W be finite dimensional vector spaces of dimension n over
afield F. Let T : U/— W be invertible. Then relative to a choice of nrdarcd basis

m(1)=[m(T)]"

Proof : Let {ml, o, .. O }and {|3',-E|2 .. B.}, be ordered bases of Fand W
~ respectively. s

Let matrices of the transformations be

m(T) = {aﬁ.}m and m(T") = (bﬁ‘)

Then T{a,}z.aﬁ . .1'_=1,'2,.r':
Then T“(ﬁ;]=:21bm, j=1,2.n

Since T is the inverse of the transformation T, we have "' T'=1 and IT- =
I, ;I and I being the identity transfqnnatiuns'ﬂf V and W, respectively.

T (o)]
= T"‘[gaﬁ ﬁ,]

Now, T (o)

= Z]:dﬁT_]-(BJ) Q77 is linear
ek




where ¢ = b, o,
. j=1
Now, T'T (o) = o, hence

n
o = Zﬂrai :
P

or, 20,8= jZI €,y
of, Z{cj—ﬁy.}a:j.:ﬂ

Sinece o s are linearly independent we have

=12, . n
i=1,2,.m

or, E%— oy=8; =12 .n
G : :

P
]

8,
5

0Of,

This shows that m(T-"ym(T) =I‘;
Similarly, IT7T'= I, will give
m(Tym(T") =I_
s m(Dm(TY) =m(T™") m(T) =
= m(T)=[m(D]"

EXERCISES

Let T: R*— R difined by T{x, ¥ 2)=(x-y,x+xy,y+32), (x,y,.2) € R%. Show
that T is invertible and determine T-'.

Let S and T be linear transformations of R* to R defined by S(x, y, z] (z, y, x},
. y.2) € R and T(x, y, 2) = (x + y + 2, p + 2, %), (x, », 2) € R*.
(iy Determine TS and §T

(i) Prove that both 5 and T are invertible,

Verify that (S7)-! =I5

151



3 A lineaf mapping T : R*— R® difined by
T, p,2)=(2x+y—z,y+4dz,x~y+32), (x, 5, 2) € B
Find the matrix of T relative to the order bases
(0,1, 1), (1, 0, 1), (1, 1, 0) of R,

4. [Ifkbe anonzero scalar, show that the linear transformation T'is singular if and only
if kT is sirtgular. Hence T is singular if and only if - T is singular.

5. Let T'be a linear operator on R defined by T(3, 1} =(2, —4) and T(1, 1)=(0, 2).
Find T(a, b) and in particular find 7(7, 4). '

6. Let Fbea field and T be the operator on F* defined by T(x,, x,) = {xl, 0). Find
the matrix of T with respect to the standard ordered basis {(1, 0), (0, 1)} of .

7. Let Tbe the linear transformation from R* into R? defined by
ﬂxv Hye x:-} 7 I:xl. + Xy 2x3 e ;‘:1}|I

(a) IfB is the standard ordered basis for R* and B’ is the standard ordered basis for
R?, what is the matrix of T relative to the pair B, B’?

(b) IfB = {a,, ., Dil}aqd 3.’ = {B,, B,}where
O =1 0, =1, mc =0l 1, Ao, =1 0,00, B =00 17, = fle 0]
what is the matrix of T relative to the pair B, B'?

8. Let Tbe a linear Gperator on R?, the matrix of which in the standard ordered
basis is

Find a basis for the range of T and a basis for ker T.
9. Let T be a linear operator on R* defined by
T )= 030 o 2% F %, W, el widy ]
(a) What is the matrix of T in the standard ordered basis for R??

(b) What is tha matrix of T in the ordered basis {o.,, o.,, o} ﬁhﬂre ﬁi =(1,0,1),0,
=(-1,2, and o, = (2, 1, 1)?

" (c) Prove that Tis invertible and give a rule for 7-! like the one which defines T
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Unit : 4 O Reduction of Matrices to Diagonal/
Normal Form

Definition : Similar matrices—Let 4 and B be n x # matrices over the field F.
We say that B is similar to 4 over F if there is an invertible # % n matrix P over Fsuch
that B=P14P, _
Definition : Congruent matrices—Let 4 and B be n % n matrices over the field
. F. 4 matrix 4 is said to be congruent to miatrix B if there exists an invertible matrix P
over I such that B = PTAP.
EXAMPLES

Ex. 1. The matrix B ;] is congruent to the matrix [; __23} because there exists
and invertible matrix

g
P= [{l 1} such that

o 372 5]

Ex. 2. The rr-mtrix [_IL ﬂ is similar to the matrix E g} because there exists an

2 -3
1 -3

o s~ 2o

Theorem : Similarity of matrices is an equivalence relation over the set of n X n
matrices over F.- :

Proof: Let 4, B, C, be n % n matrices over F. Let R be the relation of simﬂarity
between matrices. That is, 4RB if there exists an invertible matrix P such that

_ B = PIAP
Since, I4 = AI, I being the n x n identity matrix, it follows that
A =TI"4l for every n * n matrices 4

invertible matrix P =[ ] such that

153



Hence ARA, YA in the set of n X n matrices
So the relation R is reflexive. :
Now, suppose that ARB holds, Then there exists an invertible matrix P such that
B=Pl4P
of, PB= AP
"o, A=PBP'=(P')!'BP'
This shows that BRA holds
Hence R is symmetric :

Finally, suppose that ARB and BRC hold, then there exist invertible matrices P and
O such that ,

A=P'BPand B= 0'CQO
Then  A=PNQ'CQP = (QP)' C(OP)
Since QP is invertible, it follows that
_ ARC holds
Hence R is transitive
S0 R is an equivalence relation.

Theorem : Let ¥ be an n dimensional vector space over the field F and let B and
B'be two ordered bases of V. Then there is a unique, necessarily invertible n % n matrix

" Pwith entries in Fsuch that

@ [o],=P[od,
@ [, = P [od,

for every vector.ci in V'; [o] ; being the coordinate matrix of the vector o relative
to the ordered basis B, i : ;

Proof : Let B={00, oo 0} a0d B/ ={00, soiceiinan ' }be tow ordered
bases for V. There are unique scalars P,. such that

o =§F§,ﬁ.-, PEFes e
Let X" X', oviisvenens X7, be the coordinates of a given ventor o in the ordered
basis B'. Then. : '
G= X0 e B RO
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oS- o, [ZP&]

J=1

oo a=5(SRs )0

i=1 fel Y =l

or, 3 u0, *Z[ZPJ‘;] S 2)

Since the coordinates X,y Xy oo X, Of 0 in the ordered basis B are uniquely
determined, it follows from (2) that '

%= Bx,1<itn e
J=1 ;

Let P ba the n * # matrix whose (i, /)th entry is P and let X and X' be the
coordinate matrices of the vector ol in the ordered basis B anﬂ B'. Then we may wriie
form (3)

X=PX . venveen (4)
Since B and B’ are linearly mdependent sets, A=10 1f and only is X" = 0. Hence
from (4), it follows that P is invertible, and so !
X =P'X e D)

Thus in terms of the coordinate martix of a vector relative to an ordered basis, (4)
and (5) may be expressed as :

[a], =P [o],.

[0, = P [a],

Theorem : Let I be a finite-dimensional vector space over the field F and let
B={0i, 0, ...... 0.} and B'={0,, 0y..0enn &}

be ordered bases for V. Suppose T'is a linear operator on V. IfP =[P, P.z, rrsaidic]
is the n ¥ n matrix with columns P, = [a'], , then

[7],. = P [T],P.
~ Proof : In the theorem just proved, we heve
[l =Pllal. s ()



for every vector o in V. Here P is the unique invertible n % n matrix. If P is the jth
column of the matrix P then i

=[P, P, ,....PM], where P, = [tz'}.]ﬂ

By definition [T[l:t]ill = [T, [a],
Applying (1) to the vector T{o) we have -

[(TTed, = PITTed,,
Combining (1), (2) and (3) we get

(7], Plo], = PIT (@],

or, P[], Pla],= [T ()],

Hence (Tl = P

Ex. 3. Let T'be a linear operator on R defined by T(x,, x,) = (x,, 0). It can be
shown that the matrix T in the standard ordered basis B = {(1, 0); (0, 1)} is

[ n
)
Suppose B' is the ordered basis for R? consisting of the vectors (1,-1} and (2, 1),
then $135
(1, 1} =(1,0) +(0, 1)
2, 1)=2(1,0) + (0, 1)

1 2
so that the matrix P is [l 'J

rfi ]
Thus, [T],.= P [T],P
Al i i

Definition : Ann % n matrix 4 is said to be orthogonally congruent (or orthogonally
similar) to a matrix B if there exists an othogonal matrix P such that

B = PAP = P'4P
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EXAMPLES :
. g : -1 0
Ex. 1. The matrix | 5 1 | is orthogonally congruent to 0 3| because there
exists an orthogonal marix

P= such that

SR
52 s

(S e

Characteristic equation : Let 4 be an n * n matrix over a field F. Then det (4
—x1,) is said to be the characteristic polynomial of 4 and is denoted by y (x), The
equation y (x) = 0 is said to be the characteristic equation if A.

Letd =[q] ., the

..................

A6 S 08 S S C‘n
where S 2 L :
C, = (=1)"" [sum of the principal minors of A of order r]
S m sl ) e b S o i, VRSN
C, =det A, :
Theorem : (Cayley Hamilton theorem) Every square matrix satisfies its own characteristic
equation, L

The is, if 4 is a square matrix of order n, and if Cx" + Cx*' + ..... + C.= 0 be |
* the characteristic equation for the matrix 4, then the theorem states that

. CA+CA™ + L, +CL=0
Proof : We have
W (x) =|4 xfn|= C PO R =

n
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Now, let B(x) denote the adjoint of the martix 4 — xI , The elements of B(x) are
confactors of the matrix 4 - xI and hence are polynomials in x of degree not exceeding
(n — 1). Hence - '

B(x)=Bx'+Bx*+..+B
where each B is and n % n mafrix
' Now, (4— L) BG) = det (4 — xI.). I, gives
(A=3I) BE 4+ BX e+ B, )
=g v Ot G M
or, « ABxF Bt LB ) '
(B + By ¥ ...t B_x)
e R

Equating coeffients of like provers of x from both sides we get

- B 0 C{IIM
AB,~B,=Cl
AB, - B,= C,[,
4B, - Bﬂ—i. =G,
B = C 1
_ Multiplying the above relations by 4", ..ai"", ..... A_, I respectively and adding
we get
Gt CA™ R A Cl=10
Le. y (4)=0
Hence the theorem is proved.

Ex. 2. Verify Cayley Hamilton’s theorem for the matrix A.

100
where A=|1 2 1
Mg

and hence compute A™.

158




We have the characteristic equation W (x) = |4 - xl, =0

\[il= 0
2 3 2-x

= (l-x)[4-4x+x-3]=0

= x-5x2+5x_1=0

: T T - 94
Wehave 4°=|5 7 4| 4'=|202615
9 127 35 45 26

120 500

: 500 100
S0, 4* — 547 + 54 — 1 =[20 26 15 || 25 35 20 [+| 5 10 5 |- 010
354526) \456035) l101510) |lo o0
0oo
=1000|=0
000

This shows that the matrix A safisﬁ
Hamilton’s theorem is verified,

We have A4(4% - 54 + L)=1I
Hence A-' =42_54 + 57

€s its characteristic equation. Thus Cayley

3
(1.0 0) (50 0) (500
= |57 4]-15105|«o50
912 7)1101510) (005
(1 0 0
LT~
-1-3 2

Characteristic value or eigen value of a matrix,

A root of the characteristic equation v (x)

= 0 of a square matrix is called a
characteristic value or an eigen value of A,

Clearly for a singular matrix 4 (i.e for the square matrix 4 for which det 4 = 0),
0 is an eigen value of 4, For, the characteristic equation is

W (%) = (Cx" + Cax™'+ ...+ C =0, where C = det 4.
If det 4 = 0, then clearly x = 0 is a root of this equation.
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Again, if the square maxtrix A is a diagonal matrix such that

a 00...0
fa 0 a,0...0
00,

............................

Clearly roots of this equation are i, Oy, ...... o, ] Hence for a diagonal matrix, the
eigen values are the diagonal elements.

‘Theorem : If 4 and B are similar matrices then 4 and B hmre the same charastcnstm
polynomial and hence the same characteristic values. :

Since A and B are similar, there exists an invertible matrix P such that
A= P'BP
A-xI=P'BP—xI= P-BP - xP‘1 P‘ (B — x)P
det (4 — xI) = (det P') det (B — xI) (det P}
_ = det (B - xI)
This shows that matrices 4 and B have the same characteristic polynomial and _

hence the same characteristic values.
Theorem : If A be an eigen value of a non- -singular matrix 4, then Alis an eigen

Proof ;

~ valueof 4™ e
Proof : Since A is non singular, A # 0

Now, det(4™ -4™'1) =I1ﬂ— det(Ad™! -f)

y detAdet(rd? 1)

= — ,dﬂtdiﬂ
Al det 4
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_ 1 det{ddet(rd” —f,,)} 1 datu 4
ik detdA A" detd
This shows that A is an eigenvalue of 4-1,

=0, since A is an eigenvalue of 4.

Definition ;: If 4 i 1s a square matrix of order n, then the values of A for which the
equation,

AX=AX .. oLy
has nontrivial solutions are called the eigen or characteristic values of 4. IfAis an

algcnvaiua, then the nonzero vector X for which the equation (1) holds, is called the
eigen vector or characteristic vector corresponding to the eigen value A.

Theorem : To an eigen vector of 4 there corresponds a unique eigen value of 4,

Proof : Let A, and A, be the eigen values corresponding to an eigenvector
XofA,

Then AX=llXandalsuAX=lzX
= (M -A)X=0
But X is non zero, hence A=A,

Theorem : Two eigenvectors of a squarc matrix A corres;wndmg to two distinct
eigen values of 4 are linearly independent.

Proof : Let X, X, be two eigen vectors of A correspnndmg to two distinct eigen
values ., A respmtweiy

Then AX, = A X, -and 4X, =X,
Let 4 be the square matrix over F. We have to show that
| o, + X, =0
willimply ¢, =0and ¢, = 0 . eaceF
Now  cX,+cX, =0= c X, + cAX, =0
= A X +echX, =0

! s b

= McX)+ed X, =0
= cz':lt i ?Lx}Xz =0
Since X, # O and A, # A, we have ¢, =0
. ¢,=0. Hence X, X, are linearly independent
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Theorem : Let 4 be a square matutix, of order n having K distinct clgcnva]uez, A
?-. LetX be an eigenvector corresponding to the eigenvalue ?L =1,2.. K
Then thc set _{XI,X .. X.}is linearly independent.

Proof : We shall prove this theorem by induction. We have seen in the theorem
just proved above that if A, A, are distinct eigenvalues of the matrix A, then X, X, are
linearly independent. T]ms the statement of the present theorem is true for K=2. Let
us suppose that the statement be true for K =1, a positive integer.

So we assume that the eigenvectors X, X, ........ X corresponding to eigen value
B.I, ;Il.z vooeees A_are linearly independent. Let lﬂlhe distinet from F'..,, ?Lz 3"; Let
X, be the eigen vector corresponding to A . We shall prove that X, X, ........ X S
are linearly independent.
., L S ,Cm be scalars such that
CXACK + . .oxCEAC X =0 )

or, A(CX, +CX, +....+'C X )=0
Of .Ci‘lixl #: Cz}'zxz R ;H-+iX

r+l

=0 a2
Multiplying (1) by ?",»+1 and suhractmg the result from (2) we get
Cl(ll_ lﬁI}'Xl i Cz(?"z_?"‘m)‘rz T Cr(l.r- lrﬂ]Xr= 0

SinceA’s (i=1,2 vieeaenns FF 1) are distinet and XA e X are Iinehrly
independent, it follows that
C,=C=.=C=0
Then from (1) we get C, = 0, since X #0
Hence X, X ........ X are lmearl:f mdependent

Thus, as the results actually holds forr= 2, by induction the result is true fur P=
P T

Theorem : The eigen vectors ofann * n matrix 4 over a field F corresponding
to an eigen value A € F, together with the null vector, form a vector space, a subspace

of ¥ (F).

Proof: Let § be-thé set of all eigen vectors of A corresponding to a eigen value
Aof A. :
Let X, X,e S
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Then AX, = AX and 4X, = AX,
AX, +X) = MX, + X))

This show that X, + X, is an eigenvector of A corresponding to the eigenvalue A.
IMMX+XESL&L&WEme£Y?JﬁAwﬁ—Mﬂ)

= cX e Sforce F

Thus the eigen vectors corresponding to A together with the null vector form a
vector space which is clearly a subspace of V_(F).

EXAMPLES

Ex. 1. Find the eigen values and eigen vectors of the matrix 4, where

1 0-2
A= 0 0 0-
=20 4

The characteristic equation of 4 is

l-x 0 -2 i
O=det(dxn=|0 —x 0
-2 0 4-x

or, —xX+5*=0
Hence the eigenvalues are A, =0, A, =0, A, =5

x ;
Let X = x; , then AX=AX
X3
[ 1 0 —2] % ¥,
= | 000 |x|=2x
20 4 X
= x-2x = ?l..rl
0 = Ax,
=2 Ay =l
For A = 0 these reduce to
x =2x

1 3
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Hence any vector of the form (2¢, b, c)' is an eigen vector. We have to choose two
vectors of this form such that they are linearly independent. Clearly we may take

X =(2,01)
X,=0,1,0
For A, = 5 the conditons reduce to
R
Xy
Hence any vector of the form (a, 0, —2a) is an eigen vector, As a simple vector
of this form choose : ;
x%=(1,0,-2)
as a characteristic vector assouiated with A, =5,
~ Theorem : The eigen values of a real symmetric matrix are all real,

* Proof : Let A bean n x n real symmeetric matrix. The characteristic equation of
A is an equation in x with real coefficients. Let A be an eigen value of 4,

Then AX=AX, X is non-null
(H] =).X , where the bar overhead denotes complex conjugate
Taking trampu.sn:,
() = (3x)
e U (1)
But since A is real and symmetric, T =4
B e
Multiplying by X from right we get
X AX=1X X
o, XAX=AX X
o, X X(A-%)=0
~ Since X is non-null, X X0 ,hence A =X

A is real
Hence the theorem is proved.
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We note futher if the matrix A is real but skew symmetric, then g A and
hence from equation (1) we get :

T

X A=-2X
Right muliiplication by X yields
X AX=-%X X
o XX =AXK X
of, (A+X)=X X=0

Since X' X 0, A+A=0
Hence A is purely imaginary
Thus the eigen values of real skew symmetric matrix are purely imaginary.

Theorem : The eigenvector cnrresPundmg to two distinct eigen valucs of'a real
gymmetric matrix are orthogonal,

Proof; Let X, X, be two distinct eigenvectors corresponding to distinct eigenvahies
A, A, of a real symmetric matrix A. Then A, A, are real and

AX ?"1X1- ‘lzXz
(AX)" = {lr,l’l)" = XAT=) X"
But AT= A, since 4 is symmetric,
XITA = J"'IXTIT

& KN =R XX

o XAX,=AXX,

o, (A -A)X"X =0
Since '11 # A,, we have AT X, =0
Hence, X, X, are orthogonal
Theorem Each eigen value of real othogonal matrix has unit modulus,

Proof : Let X be an eigen ovetor corresponding to an eigen value A of a real
othogonal matrix
Then AX=AX
R e )
(4x) =(3x)
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= ¥4 2%

= XAT=.1_X, Q Aisreal
or, (X4")(4X)=3X(4x)

or, F(A7A) X =AEAX

o, XX=MXX, Q ATA=I
or, XX =(M-1)=

siice XX#0, M=l or |A]=1
This proves the theorem.

Diagonalisation of matrices :

~Ann % p matrix 4 is said to be diagﬂmﬁsahle if 4 is similar to an # x » diagonal
mafrix.

If 4 is similar to a diagonal matrix D = diag (A, A

wh)thend, A, ........ A
are the eigen values of 4,

¥

Diagonalisation of a real symmetric matrices :

Theorem : Let 4 be an (# * n) real symmetric matinx with distinct eigenvalues 2, ,
Ay v b Let X, be the normalised column eigenvector currcspontmg to the eigen
valuc JL Thuen the matrix )

=X X

is such that PTAP =

................

Proof : We have ,
AP =l X XH]
= [j-i‘X AX oy e AX ]
1 1, 9 EEEREN [
AN s Xﬂ}.ﬁ]
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3?

A 0 0

= [XI’ X RERAEAE Ak XJ'I- {} ?'"3 {}

2,00
PlO%, 0
002,

002,

Since the eigen vectors corresponding to distinet eigen values of a real symmetric
matrix are orthogonal and since the eigen vectors are normalised it follows that the

matrix P is orthogonal matrix ; hence

P'AP = PTAP = s

Ex. 2. Diagonalise the matrix

7]

The characteristic equation is |4 AZ|=0

2% 2| -

=

-, Eigenvalues are A, =0, A, =3
Corresponding to A, = 0, we have
2x +/2x,=0

V2x +x,=0

1
= % =_Exz

7 1.2 =0=M-m=0

If we wish to find an eigen vector ofunit length (normalised), we must require that

x+ x.? =1, This gives

3 2
~x. =1
22
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Choosing the positive square root we obtain
! 2 1

E', X ':_E

and the eigen vector of unit length corresponding to A, is

_ (_L J’z’ ]
=|=5\3
Proceeding similarly, corresponding to A, the linearly independent eigen vector
(normalised) will be

2 1Y
XF[ 3’-?5] .

We observe here that X,"X, = 0, X,, X, are orthogonal

We have P = ( \/7 =%[Eﬂ

JJ

'Ji 1|v2 1| [03] |04
Next we shall show that if an nth order matrix 4 has n linearly independent eigenvetors,
then there exists a sixni,l-éu'it},,r transformation which diagonalises A.

M faot, M P =X, X e X ]is a matrix whose columms are a set of'n lincarly

independent mgenvectors P-'AP is a diagonal matrix whose diagonal elemants are the
cigenvalues of 4.

To prove this let X be an e:genvactnr with r.:lgenvalua A (rmt all A pra necessarﬂy

Xy =

- 2 A 0 0.0
different). Also we write D=| 0 A, 0..0

0 0 LA,
: ?u ﬂ 0.0}
ThenPD = (Xpp Xy v X) | 0 2y 0.0
: U. l} i
= (AKX, A i AX)
and AP = (AX,, AX,, ... AX)= (A X, AKX, ... A X))
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Hence AP=PD
" ar, D=P'4P

Thus the matrix 4 is similar to the diagonal matrix D whose diagonal elements are
the eigen values of 4. . s 2

[If A is not- symmetric, the matrix P is not in general an orthogonal matrix.

The above result shows that if the eigenvalues of 4 are all different, A can always
be diagonalised by a similarity transformation. If the eigen values of A are not all
different, A can be diagonalised if it has n linearly independent eigenvectors, Ifa does
not have # linearly independent eigenvectors, A cannot be diagonalised by a similarlity
transformation. However, by a similarity trans pformation, any square matrix A can
always be converted into a matrix with the following properties :

(1) All elements below the main diagonal vanish,

(2) The elements on the main diagonal are the eigenvalues of 4, equal cigenvalues
appear in adjacent positions on the diagonal. : E

(3) The only elements above the main diagonal which do not vanish are those
column index j equal to i + 1, where { is the row index. Any such nonvanishing element
has the value unity. Howeve, it can have the value unity only if the diagonal elements
in positions i and i + 1 are equal.

 The a 5th order nonsymmetric matrix with A, =, =1, A, =, could to reduced
to the unique form

Ay B
A

0
0

b

(e T e
L
i

B, 0 0 0

0
0 0
0 0 A, B
0 0

where the value of the {3, is either 0 or 1. This is called Jordan canonical form for _
the matrix 4.

Lk

A

Elementary operations :

An elementary operation on a matrix 4 over a field F is an operation of the
following three types:

1. Interchange of any two rows (or columns) of 4
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2. Multiplication of a row (or column) by a non zero scalar ¢ eF.
3. Addition of a scalar muliple of one row (or column) to another row (or column)

We call elementary operation an elementary row operation when applied to row
and similarly an elementary column operation when applied to column.

The npcrat_mn of interchange of ith & jthrows will be dentoed by R .
Addition of ¢ times of jth row to ith row will be denoted by R, + ¢R,
Consider for example, the matrix
52]
=|d4 6
3 1]

Applying R,, on a we get the matrix
52]

B=|31

46
_Applying 2R, on B we get

53
C=|62
46

Finally applj'ing ~2R, + R, we get

5 2
D=| 6 2
-6 2

Thus we have
A—B g o 2R L[
Let S be the set of the m % n matrices over a field F. 4 matrix B € § is said to

be row (column) equivalent to a matrix 4 € §if B can be obtained by suuce-ssm:
application of a finite number of elementary row (column) operations on 4.

Thus in the above example, the matrix D is row equivalent to the matrix 4.
Definition : Anm * r matrix is called row reduced if

" (a) the first nonzero element in a non zero row is 1 (called the leading 1), and
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(b) each column containing the leading 1 of some row has all other elements zero.

Thus the matrices below

100y(0140)(0100

0012
o10fft1010f70 "]
001)looo1)(122]

are row reduced
Definition : Anm * n matrix 4 is said to be a row reduced echelon matrix if
(a) A is row reduced

(b) there is an integer r (0 < r £ m) such that the first r rows of 4 are nonzero rows
and the remaining rows are all zero rows

(c) for each nonzero row, if the leading element of the row ¢ oceurs in column k.

then
;.;I = kz, < < kr
01101
The matrix | 0 0 0 1 0| is row reduced echelon matrix,
00000

Definition : An elementary row (column) transformation matrix is a matrix that
- can be obtained from an identify matrix I by a single elementary row (column) operaton,
A matrix that is either an elementary row transformation matrix or an elementary column
transformation matrix is called an elementary matrix.

Form the above definition it is obvious that elementary matices are of three types,

100 100
of whlch the first type, | 0 0 1| the second type, |0 ¢ 0| where ¢ # 0 and the third
010 001
100 _
type, | 0 1 Of are third order examples.
0el

Theorem : The effect ofthe elementary row opeations R, cR (c#0)and R, + cR.
onanm * n matrix 4 is obtained by premultiplying 4 byE, E, [c] andE (c) r-:spcctwely,
where each elementary matrix is of order m and E E {c), E {c} are the three
alemﬂntr:-,r operations on the identity matrix of order m

171




Proof : Let O be aﬁ rxmmatrixand 0, 0, ...l Q be the rows of O and let

; i ' o
AW, 4@, ....... A" be the columns of 4. Since Q=‘:Q2 and

: 0,
A= [AP“A“? ...... [A-}‘"}] the product 04 is difined and 04 will be r x n matrix,

QI A'[ﬂ' 0, A{ZJ L Q: A'[ﬂ‘]

Aﬂ'} 0 49 1, o) AM
QA= Qz 2 b

M M

0, 40 0, A% 1 ol A®

It is elear that if two rows of @, are interchanged, then the corresponding two rows
are also interchanged in the product Q4.

This means that [R (0)14 = R (04)
Ifa row of 9, say 0, be multiplied by a non zero scalar say c, then the row or 04

-~ is also multiplied by the same scalar c.

= [RL) (@)14 =R () (Q4)

If  times the jth row of © be added to the ith row of 0, then the ith row of 04
is added by e times the jth row of it

o [R(¢) Q14 = R, (c) (Q4)
Since A is an m % n matrix, we can write
A = I_Awhere isthem x midentily matrix
R,(4) =R, (A =R, (T )41 =EA
R()(4) =R () U 4) = [R(U)A=E[c)4
R(e)(4) = Ry() 1 A) = [R () U4 = E ()4

Theorem : Each elementary matrix is non singular. The inverse ofan elementary
matrix is an elementary matrix of the same type.

Proof : Since the rank of 2 matrix remains same under elementary transformation
and since elementry matrices are obtained by giving elementary transformation to the

identity matrix I_ of order n, it follows that the rank of an elementary matrix is » and
hence it is non singular. :
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- Let Abe an n % p matrix and let it be premultiplied by E.
EA=R(4) :
E(EA)=R(R,(4)) = 4
(EE)A = 4
= EE. =l or, E'=E
Similarly we can also prove that

(5T = (%) ma [£,(] -7, =

Theorem : A matrix is non-singular if and only if it can be expressed as the
product of a finite number of elementary matrices.

Proof : Let A be a'non-singular matrix of order n, Since ann % » matrix A is noi-
singular if and only if A is row equivalent to the indentity matrix [ , so I' canbe obtained
by a finite number of elementary row operations. '

Since the effect of an elementary row operation on 4 is expressed by the product
P4 where P is an n % p elementary matrix, I can be expressed as

: {=PP,...PAwhereP,P,.
elementary matrices of order n. ;
Since each elementary matrix P, is non singular, P! exists,

A=(@PP,...P)YI
=PIP L PAPOL
=P R

- where O, =P is an elemntary matrix. Conversely, ifann x n matrix is the product
of elementary matrices, we have to show that A is non-singular, :

LetA=E I; E, .....E, where E, is an elementary matrix, Since each E/is non-
singular. A is non-singular.

Definition : When a non zero matrix has been reduced by elementary operations
to one of the forms :

[%—fg} or[1,10] or [Iﬁ':[ orl ~
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we say that it has been reduced to normal form or canonical form for equivalence.

| The normal form of a zero matrix is that zero matrix.

EXAMPLES

“Ex. 1. We apple elementary row and column transformations to the matrix

1.2 of
A :[3 62 g] to reduce it to its normal form.

1201 . B
4 6 9|—=2hh 410 -29
BESBE g <0 0-29
3Gyl -2 9 |—2—| 0 1 =

L [ 100
—M—*Dl—gﬂ-}010=[fﬂlg}
00 ¢ UL

Theorem : Any m X 1 matrix A can be reduced to normal form by elementary

operations.
Proof : Since A is nonzero, there exists some element a, of 4 which is nonzero,

Ifnecessary the operations R, ¢» R, and €, &> C, are applied to move a, to the (1, 1)
position. Hence we can assume without loss of generality that a,, # 0 . The following

sequence of elementary row and column operations

1 ik
a R oy R R), o (@R, 4R
(-8, + €, worn-8,C,+ C)

will trans.fnrm A to an equivalent matrix of the form
1 'n] :
5 >
[ﬁtﬂ ifm>1andn>1,
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and B is (m ~ 1) x (n—1). If either m =1 orn=1, or both m = | and » — 3
; : |
then 4 is equivalent o [l 0. 0] or g 1,, respectively and the proof is

complete. ’

If B is'a null matrix, then the proof is complete ; otherwise repeat the above
procedure for the non-zero matrix B : if m > 2 and n > 2, then A will be equivalent to
a matrix of the form :

kid

where C in (m —2) % (m ~ 2) matrix, If m =2 or n =2 or ifboth m =2 and » = 2,

I : ;
then 4 is equivalent to [£,;0]a [ 6] or I, respectively and the proofis complete. If

otherwise occurs we continue the above procedure until a null matrix appears in the
lower right hand corner or until all of the rows or columns are exhausted. In either event,
the final matrix is in normal form and since only elementary row and column operations
have been used, A4 is equivalent to the final matrix. '

201

Ex. 2. Show that the matrix [3 3 {]} is non-singular and express it as a product
: 623

of elemenrary matrices.

Let the given matrix be denoted by A we apply elementary row operations on 4
to reduec it to a row-reduced echelon matrix. :

i o
| 10_;_ 1{].53
A—LSBU—%—)DS——
623 : 2
02 0
10% 1{:%
——|0 1 —— |82k 4101 ——| "2 4p 10
2 il 2 31*55& 001
62 0 T S
L A L d
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_ Bince A is row equivalent to I,, 4 is non-singular, We observe that

= -gaajue;—zm[g&)m-m.m-w(gajma
o, En(-lz—]En(-%)En(.—E}E( )ﬁ;,[ 6)E; (- 3)5‘[ ]A 1,

v A ={b,[%]}! {Em (-3)) {En(-6))" {Ez G]} {E, (-2)} " x

() =G}

' 1 1
- £,@)E, ()5 ()5 ()5 ()55 ) )
Minimum Polynomial : Let 4 be a square matrix of order n over a field F,
Observe that there ate non-zero polynomials f{r) for which f{4) =0 ; for example if f{t)
is the characteristic polynomial of A, then by Cayley Hamilton’s theorem f{4) = 0.

Among these polynomials for which 4 is a root we consider those of lowest degresand

form them we select one whose leading. coefficient is 1, i.e. the polynomial is a monie.
Such a polynomial m(f) exists and is unique ; we call it minimum polynomial of 4.

Theorem : The minimum polynomial m(f) of a matrix 4 divides every polynomial
which has A as zero, In particular, m(f) divides the characteristic polynomial of 4.

Proof : Suppose f(¢) is a polynomial for which f{4) = 0. By the division algorithm
there exist polynomials g(#) and r(f) for which f{r) = m(¢) g(1) + LY sivininias (1), where
either r{£) =0 or deg r(f) < deg m(r). Substituting ¢ =4 in equation (1) and unsing the
fact that fld) = 0 and m(4) = 0, we get r(4) =0

If ¥(f) # 0, then by the division algorithm deg r(7) < deg mi(t)

This means that thereis a paiym:-ml,al r(f) of degree lcss than that of m(£) such that
r(4) = 0. [from (2)] which is a contradiction, since m(f) is a polynomial of least degree
such that m(4) =0 :

Hence r(f) = 0, and so
f6) = m(¥) q(¢), and m(7) divides flt}
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i Asa particular case, since 4 satisfies its own characteristic equation by Cayley
Hamilton’s theorem m(¢) divides the characteristic polynomial. '

Theorem : Let m(f) be the minimum polynomial of an n square matrix 4. Then the
characteristic polynomical of A divides m(z)". :

Proof : Suppose m(f) ="+ ¢~ '+ ...t e+ c.
" Consider the following matrices
B~
BI =+ clf
B,=A*+cd+cl

. o R SR S

Fo1 r—iI
Then B, =1
B~ ABU =g
B, —AB =c[

Br—l _Aﬂr—2=cr— II
Also —AB,_ =c]—(A"+cd '+ ...tc_A+ecl)

=cl—m(d)

=l
Set B(f) = r-'B,+ B, + ..+ 1B _,+B .
Then (t - A) B(t) = (f - B, + ¢~ 'B, + ...+ B._)

= 4B 1B Lk dB )

=tB,+ 1t (B +AB)+ ¢ ¥B,+AB) + ..+ {B _

=rltef-"Utef M+ . ..+e H+cl

= m()]
Taking determinant of both sides we get

ler—4llB (&) |=1m@) 1= (m)".
Since | B (1) |is a polynomial, | 1/ — 4 | divides (m(2))".
Hence the characteristic polynomial _di‘.rides (m(n)".

& A—'Br-z] T ABr—i

1
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Theorem : The characteristic polynomial and the minimum polynomial of a matnx
A have the same irreducible factors.

Proof : Suppose f{{) is an irreducible pniynumial. If /1) divides the minimum
polynomial m(£), then since m(f) divides the characteristic polynomial, f{¥) must divide
the characteristic polynomial. On the other hand, if {7) divides the characteristic polynomial
of 4, by the last theorem, j{¢) must dmde m(t)". But j{r) is irreducible, hence fr) also
divides m(t).

. Thus m(r) and the characteristic polynomial have the same irreducible factors.
Ex. 3. Find the minimum polynomial m(¢) of the matrix
piao
A=

'l:‘-‘-'ﬂ:ﬂ’:l
= ok
oo
Lh oo

The characteristic polynomial of A is (£ — 2)* (¢t - 5). Since the characteristic
polynomial and the minimum polynomial have the same irreducible factors, if follows
that both ¢ — 2 and ¢ — 5 must be factors of m(1). also m(r) must divide the characteristic
polynomial. Hence it follows that m(#) must be one of the following three pelynomials ;

@ m)=(-2) (-
(i) m()=(-2)"(-5)
(iii) m(r) = (# - 2)* (¢ - 5)
we can verify that for the type (i), m(4) # 0, but for types (ii) and (iii), m(A) 0
Since m(f) is minimum polynomial,
m() = (£ - 27 (- 5)
Characteristic and minimum polynomials of linear operators :
Let T': ¥ — V' be a linear operator on a vector space with finite dimension.
We define the characteristic pulyn_bmial of T'to be the characteristic polynomial of
any matrix represstation of 7.

 Ontheotherhand, the minimum polynomial of the operator I'is defined independently
of the theory of matrices, as the polynomial of lowest degree and leading coeffieient 1
which has T as a zero. However, for any polynomial {7),

AT) =0 if and only if {4) =0
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where A is any matrix representation of T. Accordingly, T and A have the same
minimum polynomial.

Jordan Normal form :

Let us consider » % n matrices with elements in the field F. We will isolate a special
type called Jordan matrices and it may be shown that these matrices serve as a normal
form for a very broad class of matrices. Namely, matrices, all the caracteristic roots of
which lie in the base field F (and only such matrices) are similar to certain Jordan
matrices; we say that they can be reduced to a Jordan normal form. It will then follow,
if for the field F we take the field of complex numbers, then ay matrix with complex
elements can be reduced to a Jordan normal form in the field of complex numbers.

- We will need some difinitions. A kth order Jordan submatrix referring to the number
A, is a matrix of order k, 1 £k < n, of the form

In otherwords, one and the same nusmber l'[; from the field F occupies the principal
diagonal, with unity along the diagonal immediately above and zero else where, Thus,

afs )[04 1]

are respectively Jordan submatrices of first, second and third order.

A Jordan matrix of order n is a2 matrix of order n having the form

The elements along the principal diagonal are Jordan submatrices or Jordan
blocks J,, J,, ....... J, of certain orders, not necessarily distinct, rcfermg to certain
numbers (not ncccssarﬂy distinct either) lying in the field F.
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Thus, a matrix is a Jordan matrix if and only if it has form

[

where l!, i=1, 2 ....... n are arbitary numbers in F and every Eal=lidans
# - 1 is equal to unity or zero ; note that iij =1, then ?l.j= Ay

Diagonal matrices are a special case of Jordan matrices. These are Jordan matrices
whose submairices are of order 1.

" The theorem below describes all the eigenvalues and eigenvectors of a Jordan
block. '

Theorem : Let.J be a Jordan block of order k. Then J has exactly one eigenvalue,
which is equal to the scalar on the main diagonal. The corresponding eigen vectors are
the non zero scalar multiples of the A-dimensional unit coordinate vector [1, 0, ....... 0]

Proof : Suppose the diagonal entries of J are equal to L. A column vector X'=[x,,
Xy woenne X, ]7 satisfies the equation JX = AX if and a:mly if its cumpunants satisfy the
feliowmg k scalar equations,

A = h,
?"J-cz ] 'xﬁ = hl
[
;Lxul'—l 4 xﬁ‘. = ;er—l
4 '?"x.t =i ?"xk
From the first (£ — 1) equations we obtain
=X S il

So A s an e:gcnvalue for J and all eigenvectors have the same fm‘m x[1,0,..0]
with x, # 0,

To shuw that A is the only eigenvalue for J, assume that JX = X for sume scalar
B A .

Then the components satisfy the following & scalar equtions

Ax, +x, = Jx,
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111111111111111111

Ber;nuse A # 1, the last relation gives x, =0 and from the other equatmns we get
=x,=x= 0. Hence only zero vector satisfies JX = uwX, so no scalar

xk—l x.t 2 g
different from l can he an eigen value for .J.

We now state a very important theorem

Theorem : Let Fbe an n-dimensional liner space with complex scalars, and let
T': V= Vbe alinear transformation of ¥ into itself. Then there is a basis for ¥ relative
to which T has a block-diagonal matrix representation diag (J, J,, ........J )» with cach

J, being a jordan block.
The proof of thn theorem may be found in Linear Algebra by TM Apostol.

=i
02 {-‘r has eigenvalues 2, -1, -1.

Ex. 3. Verify that the matrix A'={ et
Find a nonsigngular matrix C with initial entry C,, = 1 that transforms A to the

foliuwmg Jordan normal form
\ 2.0 0}
C'4C=|0 -1 1

. 00 -1
Clearly the eigen values are the roots of the equation

s R R
detl- & 2-q 0 l=0
i

SN2 EAP=0 L k=-1,-1,2
The eigen vector cotresponding to A= 2 is obtained by solving equations
—3x + 3y =0
dx+y—-3z =0

=S =
The eigen vector corresponding to A =2 is k(1, 1, 1), k is a constant
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Corresponding to A = -1, the equhticms are
- 3y=0
2x+y=10
) x=0,y=10, :
.. Eigen vector is (0, 0, a), a is arbitrary

We construct the matrix C whose first two colurmms are the eigen vectors corresponding

toA=2and A =—1. Since C,, = 1, we msut have k = 1. The third column is chosen
in such a way that

AC= CB, where B is the Jordan normal form

106

C=|10¢

_lad

AC=CB = :
' “13010s] [10b]20 0
0 20010ci={l0c|l0-11
2 1-1||1ad]| [Lab]o0 -1

=5 —b+3c==-5h
e=-¢

_ 2b+c_—d=a—d
L= c=0,a=2h

105b '
Hence C=|1 0 0| where b= 0 and  is arbitrary.
112b d :
- EXERCISES -
1. Prove that the matrices [EI J and ]:(] J have the same eigenvalues but are not

2. Find a nonsingular matrix C such that C-'4AC isa diagonal matrix, where

st
=] 1 5
=1-1 1
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3. Detemine the eigenvalues and eigenvectors of the matrix

‘To-10
0 01
el

and thereby show that it is not similar to a diagonal matrix,

_ 200 : .
4. For the matrix [g } (]]'] express 4° in terms of I, A and A%

-11 -7 -5
3. Verify that the matrix 4 =[ 16 11 6} has eigenvalues 1, 3, 3.
12 6 7

Find a nonsmgular mamx Cwith initial entry C,, = 1 that transforms 4 to Jordan

normal from :
1100
C'AC=[03 1
003

6. Determine all possible canonical forms J for a matnx of order 5 whose minimal
polynomial is m(f) = (1 — 2)

7. Find the minimum polynomial m(t) of the matnx

Aal
04Aa
004
8. Show that a matrix 4 and its transPuseAThave the same characteristic polynomial,

9. Suppose M [‘é AB;] where 4, and 4, are square matrices. Show that the

characteristic polynomial of M is the product of the characteristic polyno mmls of A,
and 4,

10. Show that the matrix 4= [é }] is not diagonalizable.

11. For the matrix [i 3'1'!] find all the e:gcn values and linearly independent vectors.
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12. l_Isa Cayley-Hamilton theorem to find 4'® where
1
A=|1
|0

-1-33
13. Diagonalise the matrix 4 =[ g :g 3]

-
(== ]

14. Find an orthogonal matrix P such that PTAP is a diagonal matrix, where

1-2 0
A={-2 22
23
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Unit : 5 0 Quadratic Furmé, Canonical Furmé,
| Classification of Quadrics

Quadratic forms ;

DefLetx =[x, x, .....x ]" (i. e. x is n component column vector) be an n-vecior -
in the vector space V{wv:r afield Fandlet 4 = (a ;) be an n-square matrix over I, Then
any polynomial of the form

40y X, o)) = 57 A= iiagx.xj i
izl =1

is called a quadratic form of order n over F in the variables XX, X . Als called
the matrix of the form and rank of A is the rank of the qundratrlc furm A quadratric
form is said to be real (or complex) if the matrix A is over a real field R{nr over a
complex field C) and the variable x is in the vector space R" (or C). Unless stated to
the contrary, we shall confine our discussion to quadratic forms in w‘nmh the matrix A
as well as the variables are considered to be real.

EXAMPLES

Ex. 1. Let g(x,, x,, x,) = 2x* - 3xx, + 3x7+ 2xx, + dxx + x? be a quadratic
+ form in the variables x,, x,, x..

4 2 33
The matrix A= 0 3 3
=111

can be verified by computmg X" Ax where x" = [x, x,, x.] as a matrix uf the
quadratic form. :

There are numerous ways in which this matrix A may be expressed. But there is
only one way in which the matrix A can always be put into a symmetric form, This is
done by writing the eoefficients of the product xx (i #]), as the sum of two equal terms
ofthe form

g% %5, %) =2x" - 35 N =S 3%, + 200,00, + X0 4 Ive b
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and noting that the coefficient of the product xx is a, ; consequently the matrix of
the quadratic form in this example can also be writen as

3
2 -= 1
o
A== 3 2
2
9 1

which is a symmetric matrix.

The same matrix may be ubtamed by finding and writing Ehc
coefficient matrix, which is exactly equal to 4.

Thus, in our present example,

1 3
ngq in——x2+,x3'
1@ 3 :
| gibgaﬂxﬁiﬁ
laii—nxl+2xz+x,
2 —i 1
@ 3 2
2 A = coefficient matrix = | =5 3 2
L 1

'_Next we shall show that t_hafe is only one way in which a quadratic form (1) can
. be expressed uniquely by a real symmetric matrix. For, suppose a quadratric form (1)
is given. ; . '

We can write it as

x"Ax= 22“5": X

=1 j=1

2973

glx, %p o« X))
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1 o | h 1 Fid
- EZE“{"‘V“:‘ +;ZZ%-‘:%.

=l =l i=l. j=i

- (interchanging i & j in the second sum)

= ii(“{r‘ x5 ) %%,

i=] j=1 3
o 22 b; xx, =x" Bx
i=1 j=l
where b” = %(“g +_aj|')=%(ajr'+aﬁ] =b,
andso B = %(‘4+Ar)=3r

which is a symmetric matrix of the quadratic form ( 1). Henceforth, unless otherwise
stated, the matrix 4 of the quadratic form x"4x will be considered to be real and '

Definition : The determinant det 4 of the matrix 4 ofa quadratic form x74x is
called the discriminant of the quadratic form. The quadratic form is said to be nonsingular
if its discriminant is non zero, otherwise, it is said to be singular.

The substitution x = Py in the quadratic form x%4x is called a linear transformation
ofthe quadratic form. The linear transformation is referred to as real (or complex) if P
~ is real (or complex) and nonsingular (or singular) if the mairix P is nonsingular (or

singular).

If a new coordinate system is introduced in the vector space V so that the old
variable x is related to the new variable y by x= Py, where P is nonsingular transformation
matrix, then (1) is changed into another quadratic form, viz,

Xdx = (Py)r A(Py)

= S (P4Py _
= By ! e (2)

where B=PTAP )
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The matrix 4 of a quadratic form under non-singular transformation carried out in
(2) changes to PTAP which is symmetric if 4 is symmetric and the discriminant changes
from det A to (det P)* det 4, but its rank, i. e. rank 4 =rank PTAP remains invariant.
When such a nonsingular transformation exists over F such that (2) holds, these quadratic
forms x"Ax and 7By are said to be equivalent over F. Since by definition, two matrices
A and B are said to be congruent if (3) holds, it follows that two quadratic forms are
equivalent if their corresponding matrices are congruent over F. Conversely, if (3)
holds, then (2) is true for a nonsingular tranformation x = Py.

Thus x74x and y"By are equivalent. Formally, we have,

Definition : Two quadratic forms xTdx and y"By are said to be equivalent over
F if one can be obtanied from the other by a nonsingular transformation over F defined
by x = Py. such that (2) and (3) are satisfied. ;

: : EXAMPLE
Ex. 1. The quadratic form defined by

g(x,, X, %) = Sx}P+x} +21ef+ 2x 2+ dxx, — 200x, ~ 8xx,
xTAx

and g0, ¥p¥y) = yrtyr +y}=yBy

5 2 -10 .
where 4=| 2 1 -4 |, B =diag (1,1, 1)
-10 4 21 ! .

are equivalent. This is so because there exits a non singular matrix.
2-10
=1q 2 =1
100

The above quadratic forms are nonsingular because det 4 = det B = 1, is non zeto.

such that PTAP =B
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Reduction of quadratic fnrins_ -

Definition : Diagonal and unit quadratic forms. If the matrix of a quadratic form
is diagonal then it is called a diagonal quadratic form. In a special case when the matrix
Ais I, the quadratic form is called a unit quadratric form. For example the quadratric
form xIx= e G x is a unit and_x" diag fa a)x = L ax,?
+...+a x *is a diagonal quadratic form, In diagonal form some of the a ,§ may be zero.

These two forms are sometimes called the cononical representation ofa quadratic
form,

Next we shall consider reduction of a quadratic form to a diagonal form,

Orthogond transformation : Reduction of a quadratic from to a diagonal form
by means of an orthogonal transformation is referred to as orthogonal reduction.

Theorem : Every quadratic form x4x can be reduced to a diagonal quadratic
form y"Dy by means of an orthogonal transformation P, where the diagonal elements of
D are the eigenvalues of 4.

Proof : Since 4 is symmetric and since for every real symmetric matrix 4, there
exixts an orthogonal transformation P such that at PT4P = diag [A, A, ... A 1, where
Ay A, oo A are the eigenvalues of A not necessarily distinct and non zero, we have
PAP=D and PIP = I, where D is a diagonal matrix having the eigen velues As,i=1,
2 ... n, of 4 as diagonal elements. '

Let x=Py. Then
x'Ax = ¥ {PTAP).——u yDy -
= AR oy 2
An easy consequence of the above theorem is the following corollary :

‘Corollary : Every quadratic form x"4x of rank r can be reduced by an orthogonal
transformation P to :

‘1'1}'12 + .l.zygz + o+ '}U”}

wherex =Fyand A, A, ... A_are the nonzero eigenvalues of A,
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| _ EXAMPLE
Ex. 1. Let q{xl, Xy xJ) = x'dx be a real quadratic form, where
1520 i
d="2 10
0 0 -1
The characteristic equation of 4 is ;
. CR-AITSA-3=(A+ 1P (A-3)=0
which shows that the eigencalues of A are A, = -1 of multiplicity 2 and A, =3,
5 Sil'ﬂl]lﬂq a

By solving A x = 4x we see that the eigen vectors associated with A, =—1 canbe
exprossed by [a, —a, b]” where a and b are real and hence the two independent eigen

vectors cortesponding to —1 are

1 0

% =|-1|and x,=|0
0 1
which are orthogonal.
; 1
By solving A x = Axwe get x, = 1| asan eigen vector associated with A, =3,
: 0

which is orthogonal to both x, and x,. Hence the orthogonal matrix that diagonlises
the matrix 4 is el '

{5 L
. V2 2
| ¥e ;
P=|-— ©
A
0

0

M'_.

Hence using the transformation x = Py the given quadratic form becomes
g=y" (PT4P)y =
We may check that PTAP = diag (-1, -1, 3)
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 yldiag (-1, -1, 3)y
= . _l.ylg _1_},12 + 3.},32 .= _}.Iz ___yzi + 3.1‘32

)
(]

Definition : A real quadratic form g(x,, x, .. x ) assumes the values 0 when x =
0. But ¢ takes up different real values for different nonzero x.

A real quadratic form g%, %, .. x) = x"dx is said to be

@ positive definite if g > 0 for all x # 0

(i) positive semidefinite if ¢ = 0 for all x and g=0forx+0.

(iii) negative definite if g < 0 for all x # 0. : |

(iv) negative semidefinite if g 50 for all x and g = 0 for x # 0,

{vj indefinite ¢ = 0 for some x # 0 and q = 0 for some other x # 0.

In the coorespoﬁdmg cases the associated real symmetric matrix A is said to be
positive definite, positive semidefinite, negative definite, negative semidefinite and indefinite,
respectively. -

EXAMPLES

Ex. 1. Let us consider the quadratic form g(x,, x, x)

= xlz.-} 2x? + dx 2xx, — 4xx, — 2x.x, :

Clearly, g = (x, + x, — x)* + 6 S .t

~ g 20 forall (x, x,, x.) and ¢ = 0 only when Yol =000 =1

1 1 1]
Therefore g is positive definite. The associated matrix | 1 2 -2/ is therefore
12 4

positive definite : : :
Ex. 2. Show that the quadratic formx*+2x? + Ixf-2xx, + 4x,x, is indefinite,

The associated matrix A of the quadratic form is

i
d=|-112 2
g 2.3
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‘We apply congruence operations on A. We have

1-10 100
_A_*‘zﬂs—:-@lz_ﬁ‘aﬁwnlz
023 023

0
R’+2R: u

10
I’_'!—EC; 3 {Il
00

e e
Lo B ==

L]
2
=l -1
Hence the reduced normal form is

= 2 2o o2
q xl +'x1 x‘!

Since g > 0 forx, 20, x,=x,=0and g <0 for x, = x,=0, x, # 0. If follows
that g is indefinite. :

It may be shown that any real quadratic form g may be reduced to sum of squres
ol several unknows with coefficients +1 or~1 via a non singular linear transformation
with ré”al_ coelficients, Such a form is called normal form of the quadratic form.

A real quadratic form may be reduced to normal form by many different transformation ;
however, to within the numbering of the unknowns, it can be reduced only to one normal
form. This is demonstrated by the following important theorem, which is called the law
of inertia of real quadratic forms.

Theorem ; The number of positive and the number of negative squares int the
normal form to which a given quadratic form with real coefficients can be reduced by
a real nonsingular linear transformation is independent of the choice of the transformation,

Proof : Suppose that the statement of the theorem be not true, Let the quadratic
form g = g(x,, X, .. x ) be transformed to :

|l e i A — ... — p} by the transformation x = Py

2 2 L o : : A L
andtozP+t 2}tttz =20 T by the transformation x )z, where

P and Q are non singular and m # k.
Without loss of generality we may assume m < k.
Now, y=P'xand z= O'x
and let P = (p,) and 07" = (q,)
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Let us consider m + n — k equations in n unknowns

PuX + ppX, o+ px, =0
|

0 O
Pu¥it Py 0 +px, =0 | 1
T ® % 0+ g,,,,%, =0 (
0 0 : | H i

qn]xl + qnzxz +0 + Qaur!xr.l = G

Since m < k, there exists a non-zero solution (x',x',..x" ) of the homogencous
system,
‘When x = (x'), X, x' ) lety=(0', .. ¥ andiz=z", 2" . z')
Since y = Py = (p,)x, it follows from the first equation of (1) that y', = 0.
Similarly, ', = ... =y =0andz|, = .= z', =0,
v glxy, XynXx) = “ymm'ﬂ _'y'2m+2 TEREES yrzr
S

or, y'2m+1+yjzm+2,+“'+y'2r+z'2i+"" +ZI1‘*=U

!

= y'm+1=ym.+i=“’=yrr=ﬂ

AN S ake= ol = =

Since P and @ are non-singular matrices, we have
Gt B = (0,0, O

which is a contradiction. '

Therefore, the assumption that m # k is wrong and hence m is invariant. This
proves the theorem,

Since the rank ofa quadratic form remains invaniant under a norn-singular transformation,
it follows that under all non-singular transformations the rank ofa real quadratic form
temaing inivariant. :

This is Sylvester law of quadratic forms. _
The number of positive squates in the normal form to which a given real quadratic

form is reduced, is called the positive index of inertia of this form ; the number of
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negative squares is termed as negative index of inertia. The number of positive indices
minus the number of negative indices in the normal form of g is called the signature
of g.
Ex. 3. Obtain a nonsingular transformation that will reduce the quadratic form
g=x'+2x? +3x}-2xx —dxx,
to normal form and hence find its signature,

" The associated matrix is

I =10
=|=1 2 2
0o 23
We consider the block matrix {ﬁ_&, I)
1-10 100
(AD=|-1 22 010
g 23 001

We shall apply congruence operations on (A. I)

We have i
RS b 1 DD 100 100
AD—Sfi,lo 12 110 —595012 110
o I 1Y | 023 001
T O (R [ 1 A T
O O R O I T T I R i
N (R e T T e

11-2
“The transformations x = Py, where P= {U 1 -2

will transform the given quadratic form to normal form.

The transformationis x, =y, + ¥, - 2,
= Yy = W
xJ % ya

and the normal form is y,* + y,* — »,* and hence the signature s82-1=L

194



Suppose we have a quadratic form g in n unknowns with the matrix 4 = (a J. The
minors of order 1, 2, ... n of this matrix situated in the upper left corner are the principal
_minors of A. Thus the principal minors of order 1, 2, 3, ... n are.

PRy a, a,; L a,
& T P T S .
i g ) o 2
LT 2| By Gy Oy |y I I
dyy Oy f0
31 By dy

a;l anﬂ. L ad

We now consider the following theorem.

Theorem : A quadratic form g in n unknowns with real coefficients is positive
definite if and only if its principal minors are strictly positive.

Proof : For n = 1, the theorem is true since the form is then ax? and therefore is
positive definite if and only if @ > 0, Thus the theorem holds for # = 1, We assume that
the theorem holds for a quadratic form with n — 1 variables x 1 %5 .- X, and with real
coefficients and we shall prove the theorem for n variables Xis Xy i X

We note that if a non-singular linear transformation x = Py is given to quadratic

form, then the reduced quadratic form is y™(P7AP)y and the determinant of the transformed
matrix PTAP is

2

| PraP|=|P"|||lP|=|4]|P)

This shows that the determinant of the matrix of a quadratic form maintains the
same sign after nonsingular linear transformation,

Now, let the real quadratic form in n variables X ¥ % be

g= i a; X, x,

L=l
It can be written as
qzq]{‘xl xZL xa;—l)+2§afnxi xh+ann xﬂi (1)
w =l

where ¢ is a quadratic form in (» — 1) variables X, %, ..x .. The principal minors

of the form ¢ evidently coincide with all principal minors of the form g except the last.
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Let the form q be positive definite. Then clearly the form ¢ will be positive definite.
For, if & is not positive definite, there is a set of values of x, x, .. x, | not all zero such
that ¢ is not strictly positive. Then taking these values and x =0, we find that g is not
positive definite, which is a contradiction. By the induction h:-,rputhesm all the principal
minors of ¢, that is of g are positive. The last principal minor of ¢ is also positive,
because qis reduced by a nonsingular linear transformation to a normal form consiting
of n positive squares, the determinant of this normal form is strictly positive and so the
determinant of the form ¢ is strictly positive. -

Now let all the principal minors of the form g be strictly positive. So all the
principal minors of ¢ are positive and hence by the induction hypothsis ¢ is positive
deﬁmte Therefore, there is a nonsingular linear transformation of the unknowns x,, x,

; which reduces ¢ to a sum of (n — 1) positive squares in the new unknowns Vi
y y . By setting x,_ =y , this linear tranformation may be completed to form a (non-
smgular} linear transfurmatmn of all the unknows Xk ok By (1), the form q is
reduced by the transformation to

.l1—|

q= Zh+42 Vi Vu b Y (2)

=1
Since  yr+2byy, =@+ by -5y}
it follows that the non-singular linear transformation
2 = y+by, i=1,2 .n-1
A
reduces the form g by (2) to the canonical form

g=2.z +ez,” ..(3)
i=1 -

To prove positive definiteness of ¢ we have to show that ¢ is positive. Clearly, the
determinant of the form on the right hand side of (3) is ¢ and since the form (3) is
obtained by applying two non-singular linear transformations from the form (1) whose
determinat is positive, it follows that ¢ is positive. i &

This completes the proof.
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EXAMPLES
Ex. 1. The quadratic form
g = 5x7+x?+ Sx’+ dxx — By, dux,

is positive definite, since its principal minors

52 5 2 4
560, 21169 ma (2 12160

are all positive.
Ex. 2. For the quadratic form

a2 2 2
=tk vt Syt 4x x,— ij.t!— 4-"5‘3

e
the matrix is _?4 _12 —52
The principal minors are :
e R 2t Bl
FEE R i L

The quadratic form is, therefore, not positive definite, it is in fact indefinite.

Simultaneous reduction of two quadratic forms

Let there be a pair of real quadrﬁtic forms g, and g, in n unknowns X Xy AW

try to investigate whether there is a non-singular linear transformation of the unknown
¥, X, .. x_which will simultaneously reduce both the forms g, and g, to canomical form,

In the general case the answer is no. But under some restriction on the nature of

forms ¢, and g, the answer is yes. So we consider the following theorem.

Theorem : If g, and g, form a pair of real quadratic forms in n unknowns, and -

the second one is positive definite. then there exists a nonsingular linear transformation
which simultaneously reduces g, to normal form and g, to canonical form.

Proof : Let us first perform the nonsingular linear transformation of the unknowns

Koyowe Ko

x=1y
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which reduces the positive definite form g, to normal form, -
o T B s B e N T

Then the form g, will be transformed into some form ¢ in new unknowns,
gylx, X%y o X) =0 Yy 0 0,)

Now perform an orthogonal transformation of the unknowns Yp ¥y ¥, =02
which reduces ¢ to principal axes,

'13[}’1,_}’1 }’ﬂ) A lizlz+ }"izzz L '}"r:zaz

This transformation carries the sum of the squares of the unknowns y, ., ... y
(]
into the sum of the squares of the unknowns z,, z, ... z . As a result we get.

Guls &y o ™ N Bk oz bt kil g
TRTRERE D s R
That is the linear transformation,
x= ()=
is the required transformation. -
Classification of quadrics :
The general equations of second degree inx, y, zis
. ax® + byt + cz’+2}ixy+2fjrz+zgzx+2ux+2w+2w+d=ﬂ
In matrix notation the equation ﬁlay be expressed as .
XTAX + BX +dI =0

a h g X ,
where A=\ h b f |, X=|y B =1 2u 2v 2w]
g.J ¢ z -

and [ is the identity matrix of order 3.

Since A is a real symmetric matrix, there exists an orthogonal matrix P such that

A 0 0
PT4P is the diagonal matrix D=| 0 &, 0O
' 0 0 2,

where A, &, A, are the eigen values of 4.
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Therefore, by the orthogonal transformation X = PX,

X
where X' =| y'|, the equation transforms to
zi'
X™DX'+ (BP)X'+dl =0
oy, AxPE A gt ket 2ux' + Evl;{e’ +2wz'+d=0 .. (1)
We shall consider the following cases :
Case I Rank of 4 = 3.

In this case A, A, A, are all non-zero. Let us transfer the origin to the point
=, —W —w
( A, = 1 — ?.. . Then the equation (1) takes the form

AP+ AP+ Az +d =0

Ifd, # 0, the equation represent a central quadric and if d, =0, it represents a
_cone,

Case II : Rank of 4 = 2. :
In this case one A, A, A, is zero. Let A, = 0. Let us transfer the origin to

_u
[ W l ﬂ] Then (1) takes the form.
;lez + .?Lz_]fi + 2wz + dl =0
Ifw, # 0, we transfer the origin to the point [Iﬂ, ﬂ,;—j} so that the equation takes
the form :

lx*+ly2+2wz=ﬂ

If w, = 0, the equation represents a pair of planes if d =0,anda h}"perbu]lc or
elliptic c},rimder ifd #0,

Case ITI : In this case two of Ay, Ay, A, are zero. Let A, =M, =0. Let us transfer
the origin to (_l_m .0, U] . Then the equation (1) takes the form
1

AP+ 2vy+2wz+d =0 o (2]
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" Let at least one of 15 and w, be nonzero. Letv, #0. Then we transfer fhe origin
—d,
to ( e ':}J so that ther equation (2) takes the form
]

ltxi+2vty+2wlz=ﬂ. _
By the orthogonal transformation X' = PX", where

10 0
P=Uv—lﬂ :
' k k S
{]ﬁﬂ, k=" —w
e A

the equaﬁan reduces to A x* + 2ky = 0. This represents a parabolic cylinder.
Whenv, =w, = 0, the equation represents a pair of coincident planes if d, =0 and
a pair of parallel planes if d, # 0.
EXAMPLE

Ex. 1. Reduce the equatinnx1+}r’+zi~2xy¥2}w +2zx +x—dy+z+1=0
into canonical form and determine’the nature of the quadric.

S e S =
Let A=|-1 1-1}|; B=[1,-41], X=\y
1-1 1 z

Then the equation:-is written in matrix form as
. XAX+BX+1=0
The eigenvalues of 4 are 3, 0, 0.
The eigenvectors correrponding to the eigen value 3 are
1

Bl-1 k20
1
The eigen vectors cotrsponding to the eigen value O are
1 0
el 1|+d]1 cod # 0
0 1| :
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1
Taking ¢ = 1, d = 0, one cigen vecior is [l}
: 0

1 |
If the other eigen vector orthogonal to {—l] and { 1} is

1 0
1 0 c
c|1|+d|1|=|ec+d |, then
0 1 d
cte+d=0 or,2c+d=10

We can take ¢ = 1, d = -2, so the three multually orthogonal eigen vectors are

e

and the corresponding orthonormal vectors are

Aol ]

Al LR

Al Lo deap

3l L 1 56

V243 1

M O

Let PJE ey
300

o
Then PTAP=|00 0 uﬂdﬂP=[ -__]
Luu} B2 s

: 3
By the orthogonal transformation X'= PX". where X' = [: y"] the given equation

z
reduces to
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6 3 3 :
It —x -y +——=2'+1=0
BR

' 3(xr+i]" e
or B) 2T
Now, using the transformation
|
=x'+
N

i

z"=2z'
The equation becomes 3x" - 2 Y+ = z'=0

; NG

Let us apply orthogonal transformation
i
y'=y cos -z sinB
"-y sin 0 + z, cos O

. . E by )8
such that ——=cos8+—=sinB=0. This gives 0 =—
_:E 7 ISR,

Then the equation is trinsformed to 3x° +./6z, =

This is the canonical form of the quadric, which represents a parablic cylinder,

EXERCISES

Find the symmetric matrix which corresponds to each of the following quadratic
form : ' _ :

(i) q(x, ¥) = 4% ~ 6xy = Ty :

(ii) g(x, v, 2) = 3%* + dxy — y* + 8xz — 6yz i

(iii) gCr, ) = oy +5*

Reduce the following quadratic forms to their normal forms. Find the rank and
sighature of each,

(i) 2x* + 5% + 102* + 4xy + 12yz + 6zx

(i) 2x* + 3y? + 4z° - 4xy + dyz
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Show that the following quadratic form is positive definite.
5x2 + 32 + Szz+4xy- Exz—.-_‘-I-yz..'
Show that the quadratic form
X2+ x? 4 x? + 3xx, is indefinite.

Reduce the equation .

Tt~ 2xy + Ty - 16x+ 16y -8 =0
into canonical form and determine the nature of the conic.
Reduce the equation

¥+2yz+dx+2y+2z+5=0
into canonical form and determine the nature ofthe quadric.

Reduce the equation 2x* — 2xy — 2pz + 2zx — x — z = 0 into canonical form and
determine the nature of the quadic.

Determine an orthogonal matrix P that reduces the quadratic form 2x* +4xx, + 5x}
to a diagonal form. :
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